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1 

The Problem of 
the Abstractness of 
Underlying Representations 

Assuming that phonological alternations are (in some cases, at least) ap­
propriately characterized by postulating a single underlying representation 
(henceforth UR) from which each phonetic representation (henceforth PR) of 
that morpheme can be predicted by rule, the following fundamental question 
naturally arises: How direct is the relationship between an UR and a PR derived 
from it? In other words, to what extent may these two representations differ 
from one another? 

It is widely accepted that URs utilize the same categorization of speech sounds 
as PRs: That is, morphemes are stored in the lexicon in terms of the same 
phonetic parameters (features) as appear in characterizations of their phonetic 
structure. This results in a fairly direct relationship between an underlying form 
and its surface form: in both cases the units making up the representations are 
viewed as a collection of specifications with respect to a certain set of phonetic 
features. Furthermore, generative phonologists generally assume that the UR 
of a morpheme is also the PR of that morpheme, if no rule applies to modify 
the UR. Theoretically, then, it is possible for a UR to be identical to a PR 
derived from it. 

However, an examination of the work of generative phonologists reveals that 
in most, if not all, instances a UR and its PR are not identical. This lack of 
identity is the consequence of two essential factors. First, there is considerable 
redundancy in the sounds of a language; not all of the phonetic properties of 
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a PR are independently selected, and as a consequence those properties that 
are not independently selected can be viewed as rule-governed and thus not to 
be included in lexical representations (such representations being regarded as 
the repository of what is idiosyncratic and unpredictable about the phonological / 

behavior of a morpheme). Second, sounds are very often affected by the contexts 
in which they are placed; since morphemes can occur in different contexts, 
they are often required to modify their basic shape. 

Since a UR and a PR derived from it are generally not identical, we return 
to the question: To what extent may they diverge? This question is basically 
the same as that posed by Paul Kiparsky in his paper "How Abstract is 
Phonology?" (1968). It is a fundamental question, and one that we cannot 
answer as yet. Before examining the question in detail, however, some pre­
liminary remarks about what counts as "evidence" for a given phonological 
analysis are required. 

Given a body of linguistic data, we wish to discover which analysis (or set 
of analyses, should it happen that different speakers arrive at different analyses 
of the same data) out of all the logically possible analyses best represents the 
internalized knowledge of native speakers of the language. The most direct 
means of establishing that a certain analysis is correct for a given speaker of the 
language is to show that the behavior of this speaker cannot be accounted for 
in a plausible fashion without assuming that his internalized grammar includes 
the basic features of the analysis in question. For instance, to establish that a 
particular pattern of morphophonemic alternation is the result of a rule rather 
than simply a matter of memorization on the speaker's part, we would look 
for evidence that the speaker goes beyond the data that he has actually en­
countered (and thus could have memorized) to apply the rule in situations that 
the speaker has not previously encountered. We will refer to such behavioral 
data as "external" evidence. 

Various kinds of external evidence have been adduced in recent years to 
support particular analyses of a speaker's knowledge of the pronunciation of 
his language: ( l) the combination of familiar elements in novel (not previously 
encountered by the speaker) word-forms, where the pronunciation of the entire 
combination cannot be explained simply in terms of the speaker's memorization 
of the pronunciation of the elements themselves; (2) slips of the tongue, where 
the resulting pronunciation cannot be explained simply as a rearrangement of 
elements in the intended pronunciation; (3) the phenomenon of a "foreign 
accent," where a speaker extends a rule of his own language to the pronunciation 
of another language that he is attempting to speak; ( 4) language games (usually 
involving the transposition of syllables, the insertion of sounds, the deletion 
of sounds, etc.), where pronunciations in the "secret language" cannot always 
be explained entirely in terms of a manipulation of the overt phonological 
shape of words in the ordinary language; (5) language change- in particular, 
cases where sense can be made out of a historical change of x to y only if one 
assumes that speakers assigned a particular interpretation (analysis) to x and 
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to the system of which x was a part. (Some examples of the use of external 
evidence will be provided later in this chapter.) 

Unfortunately, when we examine a particular phonological problem in a 
particular language, it is often the case that the external evidence available does 
not serve to e$tablish the exact character of the analysis that speakers have 
internalized. For example, there may be external evidence that a certain alter­
nation in the pronunciation of morphemes is rule-governed, but no external 
evi?ence that .points to the exact form of the rule or the underlying represen­
tat10ns on which the rule operates. Relevant external evidence is often difficult 
if not i~possible, to find. Under these circumstances it is natural that linguist~ 
would like to have recourse to other types of evidence to support their analyses 
of linguistic data. More specifically, they would like to be able to determine 
from the linguistic data itself the appropriate analysis. This is not an unreason­
able goal. After all, language learners must arrive at an analysis based on an 
examination of a body of data alone. The language learner does not appeal to 
the kinds of external evidence cited earlier. He examines the data he is exposed 
to and uses certain principles (the nature of which we must discover) to arrive 
at an analysis. If we can learn what general principles the language learner 
utilizes in his grammar construction, then we can make use of these same 
principles in choosing an appropriate linguistic description. Let us refer to 
these principles as "internal" evidence. 

In order to determine the principles speakers utilize in their grammar con­
struction (what counts as internal evidence for speakers), obviously we must 
examine a certain number of examples <;>f grammars that speakers have con­
structed and try to determine what considerations in the data led to the adoption 
of the grammars that were in fact selected. In order to know which grammars 
speakers have arrived at (and which ones they have rejected), we must have the 
relevant external evidence. There is no other evidence that we can use· we cannot 
use internal evidence, for our goal is to discover what in fact counts' as internal 
evidence. 

If we can amass sufficient external evidence to determine in a range of cases 
what sorts of analyses speakers have arrived at, then we can attempt to deduce 
from these examples what considerations about the data might be responsible 
for leading to the adoption of these grammars. The " relevant" considerations 
will constitute the internal evidence that speakers make use of in grammar con­
struction. Once we have discovered the genera] principles that govern the choice 
of ~ gramI?ar (and how speakers react to situations where these principles 
~rem ~~nfhct), then we can make use of these principles (i.e., internal evidence) 
m dec1dmg on an analysis in situations where external evidence is either un­
available or insufficient. If we can identify the relevant kinds of internal evidence, 
then we can conclude that an analysis (or set of analyses) that is supported by 
this evidence is correct, even in the absence of external evidence. 

Although linguists have always made use of various kinds of internal evidence 
in justifying phonological descriptions, they have rarely attempted to justify 
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the use of this internal evidence by demonstrating that external evidence leads 
the linguist to choose analyses that are in fact precisely those that the internal 
evidence supports. Thus the conclusions that linguists arrive at on the basis 
of this internal evidence are only as strong as the internal evidence itself. The 
various kinds of internal evidence that linguists appeal to cannot be fully 
accepted until they can actually be shown to play a role in the grammar­
construction of speakers. 

Various types of internal evidence have been invoked in the justification of 
phonological descriptions, most of which revolve around such notions as 
"generality," "economy," and "naturalness." In fact, many such examples can 
be found both in this chapter and in later chapters, for we shall continue to 
employ many of the traditional arguments to support proposed analyses. We 
do this recognizing that the analyses we propose are only as well-motivated as 
these arguments. We follow this course of action simply because we have little 
choice. While there is considerable external evidence that demonstrates that 
many aspects of the phonetic structure of languages are rule-governed, we have 
exceedingly little external evidence that goes beyond this to show the precise 
nature of the rules and the underlying representations that the rules presuppose. 
In the case of most of the examples discussed in this book, we simply lack 
adequate external evidence and are thus forced to appeal to internal evidence, 
despite the fact that this evidence itself needs justification. 

It seems to us that it is possible to give at least some external evidence that 
tentatively establishes the relevance of the traditional kinds of internal evi­
dence. But external evidence also exists that supports the relevance of certain 
other principles, not traditionally used in generative phonology at least (e.g., 
Vennemann, 1974, attempts to use evidence from linguistic change to support 
the principle that speakers identify the underlying form of a morpheme with 
the form of the morpheme that occurs in morphologically unmarked contexts). 
It may well be that all of these principles have some validity. The most critical 
problem is to determine the relative importance of these various considerations 
in situations where they conflict with one another. Until the relative importance 
of all the types of internal evidence can be established, we are obliged to take 
all of them into consideration. 

Let us return at this point to the question of the abstractness of underlying 
representations: To what extent may the UR of a morpheme diverge from its 
associated PRs? An answer to this question would aid us in finding an answer 
to the question: What is an appropriate analysis of any given set of data? And 
an answer to the latter would essentially be a statement about the nature of 
language. Thus any restriction on the "distance" between a UR and its PRs 
would contribute substantially to the characterization of the nature of language. 

- Two types of restriction on the pairing of underlying and surface represen­
tations can be distinguished: absolute restrictions (which no language may 
violate) and relative restrictions (which may be violated, but only "under 
duress"). Clearly, absolute restrictions would be more powerful : They would 
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simply eliminate from consideration many logically possible analyses of a set 
of data. Relative restrictions, on the other hand, could be violated-provided 
other considerations forced the violation. Relative restrictions would in a 
sense be just one among several kinds of relevant considerations employed by 
speakers in arriving at an analysis. Their relative strength (when in conflict 
with other kinds of evidence) would have to be determined. 

In this chapter we will examine a number of possible restrictions that might 
be imposed on the grammars of individual languages and that would limit the 
extent to which the UR of a morpheme may depart from its associated PRs. 
In some cases these restrictions have been explicitly proposed by certain 
linguists; in other cases they have implicitly controlled actual linguistic analyses, 
without having been made explicit; in yet other cases the restrictions are simply 
logical possibilities that have not been explicitly stated nor implicitly accepted 
by anyone (to our knowledge). The degree to which the various restrictions 
discussed actually do limit the "distance" between a UR and its associated 
PRs varies greatly. From the more restrictive conditions it generally follows 
that for any given set of phonetic realizations of a morpheme there exists only 
a small class of possible underlying representations (in extreme cases, restrictive 
conditions reduce the class of possible underlying forms to one). The less 
restrictive conditions allow a larger set of possible URs. 

As already noted, the most direct relationship between a UR and its PR is 
that of identity. The condition that would allow the least divergence between a 
UR and its PR would be one that says that URs and their associated PRs are 
in fact always identical. Let us call this the "identity condition" imposed on the 
relationship between underlying and surface forms. The identity condition 
denies the existence of the very distinction between underlying and surface 
representations. In so doing, it leaves unexplained the relationship between 
different phonetic realizations of the same morpheme. Furthermore, the identity 
condition claims that the lexical representation of a morpheme contains all of 
the phonetic detail of the surface form of the morpheme (even though these pho­
netic details may in fact be derivable by general rules), and thus in no way dis­
tinguishes between those phonetic details that are idosyncratic (unpredictable, 
hence contrastive) and those that are not (predictable, hence noncontrastive). 

Therefore, we must abandon the identity condition if we can demonstrate 
that: (1) differences in the phonetic realization of the same morpheme in 
different contexts are (in some cases) rule-governed, and that the most 
appropriate formulation of these rules requires deriving the various surface 
forms from a single phonological representation; and (2) certain aspects of 
the pronunciation of a morpheme must be assigned by rule, rather than simply 
memorized as part of the lexicon (even in cases where that morpheme has but 
one surface phonetic realization). 

Evidence that certain phonetic phenomena are rule-governed is rather easily 
provided, and generally comes from the productive extension of the rule to 
" new" forms, forms not previously encountered by the speaker and thus not 



6 THE ABSTRACTNESS OF UNDERLYING REPRESENTATIONS 

"memorized." Consider, for example, the following case from Chi-Mwi: ni, a 
Bantu language. Chi-Mwi: ni has both long and short vowels in its phonetic 
representations; furthermore, it is necessary to assume that both types of vowels 
occur as basic (underlying) elements in the language. Nevertheless, there are 
certain contexts where long vowels do not generally occur in phonetic repre­
sentations. If one examines individual words in isolation, for instance, he does 
not find long vowels any further forward in the word than in the antepenulti­
mate syllable. Examination of examples such as those in (1) suggests that there 
is a rule operative in the language that will shorten a vowel if it occurs in a 
preantepenultimate syllable in the word. 

(1) x-so: m-a 'to read' x-so: m-el-a 'to read to/for ' 
x-som-el-an-a 'to read to one another' 

ku-ba: ram-a 'to talk' ku-baram-il-a 'to talk for' 

ku-re: b-a 'to stop' ku-re: b-el-a 'to stop for' 
ku-reb-el-an-a 'to stop for one another' 

The roots /so: m/ 'read', /ba: ram/ 'talk', /re: b/ 'stop' all have long vowels 
that can not be predicted by rule. The long vowel of these roots is not maintained 
in all of their morphologically derived forms. In particular, the length of the 
root vowel is lost as soon as that vowel comes to be in preantepenultimate 
position as a consequence of the addition of suffixes. Given a root such as 
/so: m/, the length of the root vowel is maintained both in x-so: m-a and 
x-so: m-el-a. In the first example, the root vowel is in the penultimate syllable 
of the word, and in the second example it is in the antepenultimate syllable. The 
length is lost, however, in x-som-el-an-a, where the root vowel is in a pre­
antepenultimate position. Given a root such as /ba: ram/, the long vowel is 
maintained only in ku-ba: ram-a, where it is in the antepenultimate syllable. 
The addition of another suffix induces vowel shortening, as in ku-baram-il-a. 

Not only does Chi-Mwi: ni appear to shorten vowels in preantepenultimate 
positions in the word, but the rule also seems to operate in certain kinds of 
phrases. Note the examples in (2): 

(2) chibu: ku 'book' chibuku ichi 'this book' 
mu: nthu 'man' munfiu i/6 'the man who came' 
ku-vu: n<f,-a 'to break' ku-vun<f,-a chiluti 'to break a small stick' 

The long vowel of the noun chibu: ku shortens when the demonstrative ichi 
follows, since the presence of the demonstrative puts the underlying long vowel 
in a preantepenultimate position. Similarly, the long vowel of the verb root 
/vu: nq/ 'break' shortens when chiluti follows; the addition of this object noun 

-puts the root vowel in preantepenultimate position. 
The fact that a speaker of Chi-M wi: ni will shorten preantepenultimate long 

vowels even in phrases that he has never heard before provides evidence that 
the alternations cited in (2) are the consequence of a general rule, and not simply 
memorized. For example, even though a speaker has (presumably) never en-
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countered the phrase meaning 'to read a small stick', he automatically assigns 
the phrase the pronunciation xsoma chiluti, with the vowel of the root /so: m/ 
shortened by virtue of its preantepenultimate position. This automatic ex­
tension of vowel shortening to novel forms like xsoma chiluti supports the 
argument that the occurrence of a short vowel in such cases is rule-governed. 

Let us turn now to an example where the productive extension of a rule 
occurs in connection with a slip of the tongue. Various linguists (Sapir, 1925 
represents one especially interesting example) have analyzed the vel~r nasal [IJ] 
in English as arising from an underlying /n/ via a rule of nasal assimilation. 
Slips of the tongue as in the following examples (recorded in Fromkin, 1971) 
support the existence of such a rule: [WIIJks ;:in ... ] instead of the intended 
weeks and months. In this example, the speaker has added a nasal consonant 
before the final consonant cluster of weeks in anticipation of the nasal consonant 
[n] in months, which occurs before a word-final consonant cluster. The inserted 
nasal, however, is pronounced [IJ] rather than [n], showing apparently the effect 
of the proposed rule of nasal assimilation. 

We find an additional example of the productive extension of a rule in 
Bakwiri (Hombert, 1973), a language of the Duala group of Bantu languages: 
Vowels are nasalized when they precede clusters of a nasal plus (voiced) stop, 
the only nasal clusters permitted in the language. This rule accounts for the 
vowel nasalization in examples like k5mbd 'to take', k5ndi 'rice', and ?fbJgo 
'father'. Young Bakwiri speakers play a language game that involves moving 
the last syllable of a word to a position before the initial syllable of the word. 
Thus m5?5 'viper' is pronounced ?5m5 in the game. This transposition of 
syllables, in some cases, creates a context for vowel nasalization. When the 
game is applied to mbe?d 'young man', for example, the result is [:.;-:iimbe]. The 
fact that the final vowel of mbe?d becomes nasalized when placed before the 
initial mb cluster supports the claim that Bakwiri has a RULE of vowel nasaliza­
tion that applies to VNC clusters. 

Although the productive extension of a rule provides the most common 
source of evidence that certain aspects of pronunciation are rule-governed, other 
types of BEHAVIORAL evidence can be given. Let us return to the analysis of [IJ] 
in English. In a word such as bank [breIJk], the surface [IJ] never alternates: [IJ] 
appears in every surface realization of the morpheme. What is the evidence, 
then, that this particular occurrence of[IJ] should be derived from an underlying 
/n/? Why cannot underlying /IJ/ be postulated here? (This does not, of course, 
preclude the possibility that some surface [IJ] sounds derive from underlying 
/n/ .) Once again, slips of the tongue can be used to support the claim that /n/ 
underlies the surface [IJ] in [brel)k]. The evidence this time is not a product of the 
extension of the rule of nasal assimilation to a sequence of sounds arising from 
the slip of the tongue (as in the case of [wIIJks] discussed above), but rather of 
the occurrence of a slip of the tongue whose form can only be understood on 
the basis of accepting a particular underlying representation of a given word 
that differs from its surface form. As a case in point, consider the following 
slip of the tongue reported in Fromkin (1975): [bren] will [peyk] instead of the 



8 THE ABSTRACTNESS OF UNDERLYING REPRESENTATIONS 

intended bank will pay . The speaker in this example has taken the last consonant 
of bank and added it to pay. Note that the resulting form is [bren], with a final n, 
and not *[breIJ]. The appearance of n here can be accounted for if /n/ is, in fact, 
the source of [IJ] in [breI]k]. For once the final consonant of bank is transferred 
to pay , the underlying /n/ is no longer in a context to undergo nasal assimilation. 

Language games can, in some cases, provide similar evidence that a certain 
aspect of pronunciation should be derived by rule rather than be attributed to 
the underlying representation of a morpheme. For instance, Sherzer (1970) 
suggests that the word [biriga] 'year' in Cuna, an Amerindian language, should 
be derived from underlying /birga/ via a vowel epenthesis rule. Part of the 
evidence for such an analysis comes from the observation that stress is generally 
predictable in the language, occurring on the penultimate syllable. [biriga] 
appears to be an exception to this rule. But if the underlying representation 
/birga/ is accepted, then the stress can be accounted for neatly, provided that 
stress is assigned prior to the application of the vowel epenthesis rule. Sherzer 
provides behavioral evidence in support of this analysis. He notes that the Cuna 
Indians play a language game that involves moving the first syllable of a word 
to the end of the word . For example, the Cuna word [argan] 'hand' is pro­
nounced [ganar] in the game. When Cuna speakers use [biriga] in the game, 
they say [gabir] and not* [rigabi]. The form [gabir] is explicable ifthe underlying 
representation of 'year' is /birga/ . We need only assume that it is at the under­
lying level, rather than at the surface, that Cuna speakers rearrange the syllables 
of a word when playing the game. If /biriga/ were the underlying representation 
of 'year', there would be no explanation of how moving the first syllable to the 
end could lead to [gabir]. 

In the preceding paragraphs we have briefly sketched several examples where 
various kinds of behavioral evidence (i.e., speech forms produced by speakers 
where the forms in question were not simply memorized, but rather involved 
some extension of the speaker's knowledge of his language) support the claim 
that some aspects of pronunciation are determined by rule, and that underlying 
representations distinct from surface forms need to be postulated. On the basis 
of such evidence, we reject the identity condition on the relationship between 
underlying and surface representations. 

Let us consider now a somewhat weaker condition that may apply to under­
lying and surface representations. 

(A) The UR of a morpheme consists of all and only the invariant phonetic 
properties of that morpheme's various PRs. 

While (A) is not fully precise as stated, it will be sufficient for our purposes. 
(A) claims that by comparing the various phonetic realizations of a morpheme, 
its UR can be determined by eliminating those phonetic properties that do not 
occur in all the phonetic forms. In particular, only those segments that occur 
in all the forms of a morpheme belong in the UR, and only those phonetic 
properties of a segment that are constant in all the phonetic realizations of that 
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segment will be included in the UR. The UR is what is invariant in the various 
pronunciations of the morpheme. Notice that if this constraint on the shape 
of U Rs were valid, the UR of a morpheme would stand in a very direct relation­
ship with its various phonetic shapes: the UR would be a subset of the phonetic 
properties of each of the associated PRs. · 

Principle (A) is an extremely restrictive constraint imposed on grammars. If 
one assumes that (A) can be stated more precisely, offering a unique answer 
to the question, "What are the invariant phonetic properties of any given set 
of phonetic realizations of a morpheme?", then the application of (A) auto­
matically yields a single possible UR for any given set of PRs. A 's restrictiveness 
lies in its requirement that the UR consist of all invariant properties (thus dis­
allowing the omission of one or more invariant phonetic features) and only 
invariant properties (thus disallowing the assignment of some variant properties 
to the UR, as well as disallowing the assignment of properties that do not occur 
in any of the PRs to the UR). 

An examination of the following data from the Yawelmani dialect ofYokuts, 
an Amerindian language spoken in California (Newman, 1944) presents an 
example of the application of (A). 

(3) ?i/k-al 'might sing' 
logw-ol 'might pulverize' 
?ugn-al 'might drink' 

pa ?f-al 'might fight' 

?ifik-hin 'sings' 
logiw-hin 'pulverizes' 
?ugun-hun 'drinks' 
pa ?if-hin 'might fight' 

The preceding data illustrate a very general pattern in Yawelmani, whereby 
verb roots that have the shape CVCC- before vowel-initial suffixes assume the 
shape CVCiC- before consonant-initial suffixes (the i vowel in the latter will 
be realized as u if the preceding vowel is a high back rounded vowel, by virtue 
of a very important rule of vowel harmony operative in the language). By 
assuming that the URs of 'sing', 'pulverize', 'drink', and 'fight' are / ?ilk/, 
I logw / , / ?ugn/ , and /pa ?t/, respectively, the disyllabic forms of these morphemes 
can be readily accounted for by postulating a phonological rule that inserts i 
in the environment c _ _ cc. Such an analysis can be motivated on the grounds 
that (a) there are no cases of CCC clusters in the language, thus the proposed 
rule can be viewed as one that transforms underlying representations containing 
"unpronouncable" combinations of sounds into acceptable surface forms ; and 
(b) there are no verb roots of the shape CV 1 CV 2(C)-, where V 1 and V 2 are not 
identical; if the i in a form such as pa ?it-hin were underlying, then we would 
have to allow underlying disyllabic verbs with nonidentical vowels- but then 
all such verbs would have i as their second vowel. 

(A) would require that the second vowel of ?ilik-, logiw-, etc., be omitted 
from the URs of these morphemes, since this vowel is not invariant in all of the 
phonetic realizations of these morphemes (being absent in the alternants ?ilk-, 
logw-, etc.) . (A) thus requires these verbs to have the structure CVCC- in their 
underlying representations; the vowel that occurs in the CVCi/uC- alternant 
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would have to be assigned by rule. Since this is just the sort of analysis that can 
be argued to be appropriate for the Yawelmani data, condition (A) in this case 
would require the URs of these morphemes to be just the ones that we have 
posited. 

Although in certain cases (A) will predict the underlying form that appears 
to be correct on the basis of internal and/or external evidence, (A) has many 
weaknesses. Perhaps the most obvious one is that (A) requires all invariant 
properties to be assigned to the UR. There are, however, many instances where 
nonidiosyncratic (rule-governed) properties of the pronunciations of a single 
morpheme happen to be invariant as well. (A) would require these rule-governed 
features to be incorporated into underlying structure. 

Recall, for example, vowel nasalization in Bakwiri. A vowel in this language 
is nasalized if it precedes a cluster of nasal plus (voiced) stop. In a morpheme 
such as kombd 'to take care', the first vowel of the root is nasalized in all of the 
pronunciations of the morpheme since it is always followed by an NC sequence. 
Condition (A) requires that this nasalization be included in the UR of kombd. 
But when the final syllable of the word moves to the beginning in the linguistic 
game, the pronunciation mbdko results. Note that the o is oral in this form. This 
can be explained if we assume that the UR of this morpheme is /komba/ with 
an oral vowel and that the speech disguise rule applies to the UR before the 
nasalization is assigned. Such an analysis is prohibited by (A), however. 
Consequently, it appears that (A) is too strong. 

Russian provides a second example demonstrating that (A) is too restrictive 
a condition. In Russian the two mid-vowels e and e both appear in phonetic 
representations, but do not contrast. e occurs before palatalized consonants, 
while e appears elsewhere (before nonpalatalized consonants and word finally). 
Furthermore, the language has a pervasive rule palatalizing consonants before 
front vowels, giving rise to alternations like the following. 

(4) !'es 'forest' 
m'est-o 'place' 
b'el-yj 'white' 

o-1' es' -e 'about the forest' 
o-m'es't'-e ' about the place' 
b'el'-it' 'to whiten' 

The proper analysis of these data posits e as underlying, since its associated rule 
is phonetically more plausible than the rule that would be required if e were 
underlying; in addition, underlying e would parallel the open quality of o [:J], 
the other mid-vowel phoneme of Russian. The e variant is generated by a rule 
that raises e before palatalized consonants, which are articulated by raising the 
body of the tongue to the hard palate. 

(5) s -e/ __ C' 

There are, however, many morphemes whose final consonant is always 
palatalized, showing that the opposition between C and C' is contrastive in 
Russian. If a front mid-vowel precedes this consonant, then it is articulated as 
e in all occurrences of the morpheme. Some examples follow. 

(6) 
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t'ep'er' 
ol'en' 
z'v'er' 

'now' 
'deer ' 
'beast' 

z'd'es' 
o-ol'en'-e 
o-z'v'er'-e 

' here' 
'about the deer' 
'about the beast' 

11 

Principle (A), if accepted as a condition on grammars, would require us to 
assign to these morphemes an underlying e root vowel, despite the fact that 
its occurrence is completely predictable in terms of the rule we have formulated 
as (5). Linguists who have analyzed Russian have considered the e in these 
words to be a phonetic variant of the underlying /r,/ phoneme and have conse­
quently adopted an analysis that violates (A). 

These counterexamples to (A) might be circumvented by modifying the 
principle as follows: 

(A') The UR of a morpheme consists of only (but not necessarily all) invariant 
phonetic properties of the phonetic realizations of the morpheme; invariant 
properties of morphemes that are predictable by rule may be omitted. 

(A') has severe difficulties, however. Note the following data from Ya welmani. 

(7) ?amt-al 
moyn-ol 
$alk'-al 

'might help' 
'might become tired ' 
'might wake up' 

?a:mil-hin 
mo:yin-hin 
$a: lik' -hin 

'helps' 
'becomes tired' 
'wakes up' 

These examples appear to contain instances of the rule of vowel insertion 
(epenthesis) discussed earlier, whereby the vowel i is inserted in the environment 
C __ CC. If this rule is to be invoked to account for the ~""' i alternations in 
(7), then the verb roots meaning 'help', 'become tired', and 'wake up' must have 
the underlying shape CVCC-. 

In addition to the ~""' i alternation, a vowel-length alternation can also be 
observed in this data. The root vowel is short when followed by a consonant 
cluster, but long when the epenthetic i vowel separates the members of the 
consonant cluster. There is considerable evidence that Yawelmani contains a 
rule of vowel shortening that shortens long vowels that occur in the context 

_c{~}. 

The data in (8) illustrate the application of this rule. 

(8) $a:p-al 'might burn' $ap-hin 'burns' 
do: s-ol 'might report' dos-hin 'reports' 
me:k'-en 'will swallow' mek'-k'a 'swallow! ' 
c'o :m-ut 'was destroyed' c'om-k'a 'destroy!' 

If the verb root 'burn' is taken to be underlying /~a: p/, the proposed rule of 
vowel shortening will correctly predict that the root vowel will appear in a 



12 THE ABSTRACTNESS OF UNDERLYING REPRESENTATIONS 

shortened form when a consonant-initial suffix is added. A rule that shortens 
vowels in the environment 

_c {~} 
is consistent with the observation that the sequences V: C =ll= and V: CC gen­
erally do not occur in Yawelmani surface forms . If, on the other hand, the 
underlying form of the verb root 'bum' is /~ap/, then we have to postulate a 
rule that would lengthen the root vowel when a vowel-initial suffix is added. 
Numerous examples in the language contradict such a rule. 

(9) xat-a/ 'might eat' xat-xa 'let's eat' 
xii-en 'will tangle' xi/-hin 'tangles' 
bok'-en 'will find' bok'-xo 'let's find' 
hud-a/ 'might recognize' hud-mu 'having recognized' 

Accepting, then, that Yawelmani has a rule of vowel shortening, this rule 
would seem to be responsible for the vowel-length alternation observed in 
examples like ?aml-al/ ?a: mi/-hin. In order to invoke the rule of vowel shortening 
to explain the data in (7), the roots must have the underlying shape CV: CC-. 
The derivation of ?am/-a/ and ?a: mil-hin would then be as follows: 

(10) / ?a: ml-al/ 
inapplicable 
?am/-al 

/ ?a: ml-hin/ 
?a:mi/-hin 
inapplicable 

vowel insertion 
vowel shortening 

Notice that vowel insertion is crucially ordered to apply before vowel shortening 
in this analysis. If vowel shortening were to apply first, / ?a: ml-hin/ would be 
incorrectly changed to * ?aml-hin; then vowel insertion would apply yielding 
* ?ami/-hin. 

Therefore, the underlying form of the roots in (7) must be CV: CC- rather 
than CVCC- for two reasons. First, if CVCC- represented the basic form of 
these roots, then the long vowel in the CV: CiC- variant would have to be 
derived by a rule of vowel lengthening and could not be explained in terms of 
an independently motivated rule. As we have seen, an underlying CV: CC­
structure accounts for the vowel length alternation between the variants 
CVCC- and CV: CiC- in terms of the rule of vowel shortening, which is needed 
in the grammar in any case. Secondly, if CVCC- were taken as the underlying 
structure, any rule that would be postulated to derive the Jong vowel in the 
CV: CiC- variant would be contradicted by data such as the following: 

(11) ?ifk-al 'might sing' ?ifik-hin 'sings' 
pa'[-a/ 'might fight' pa'i!-hin 'fights' 
logw-ol 'might pulverize' /ogiw-hin 'pulverizes' 

If/moyn-hin/results in mo: yin-hin, why doesn't/logw-hin/result in *lo: giw-hin? 
There is no ready explanation. On the other hand, if the underlying form of 
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'become tired' is /mo: yn/ and that of'pulverize' is / logw/, the difference between 
these two roots is easily explained by means of our vowel insertion and vowel 
shortening rules. 

Jn summary, the available language-internal evidence points in the direction 
of postulating URs in the form of / ?a: ml/, /mo : yn/ , and /~a: lk 'I for the verbs 
in (7), which allow the alternations observed in the data to be subsumed under 
two independently motivated phonological rules. Any other analysis will 
require an additional rule or rules to account for these examples. 

Now, consider what condition (A') says about the Yawelmani data. The 
initial vowel in such PRs as ?am!- and ?a: mil- is neither invariably short nor 
invariably long. Since (A') requires that only invariant phonetic properties be 
included in the UR ofa morpheme, the UR of 'help' cannot be / ?a:ml/- since 
vowel length is not present in all the surface forms of this root. Neither can 
the UR be / ?aml/ , where a stands for a short vowel-since the vowel of this 
root is not short in all its surface occurrences. The only representation per­
mitted by (A') is / ?Ami/, where A stands for a vowel that is not specified as 
either Jong or short. 

Given the UR / ?Ami/ , a rule will be required that will render this vowel 
long in an example like ?a: mil-hin. But the rule that would accomplish this 
would have to fail to lengthen the first vowel of pa'if-hin. If this is to be done, 
the vowel-lengthening rule must somehow apply only to vowels that are un­
specified in UR for length. In other words, the analysis required by (A') would 
involve a crucial contrast between an underlying short vowel (as in /pa't/) 
and a vowel unspecified for length (as in / ?Ami/ ). The required rule of vowel 
lengthening would apply to unspecified vowels, but not to short vowels. 

The analysis required by (A') thus substitutes a contrast between unspecified 
and short vowels for the long/short contrast involved in the analysis that 
posits CV: CC- roots underlyingly in (7) and CVCC- roots underlyingly in (11 ). 
What is the basis for choosing between these two approaches? 

The analysis required by (A') strikes us as objectionable. It claims, essen­
tially, that phonological rules discriminate between segments that are 'un­
specified' for some phonetic property and segments that are 'specified'. If this 
were in fact true, for any given phonetic property (vowel length, for instance), 
one would expect to find three distinct patterns of behavior: the pattern 
exhibited by those sounds that are positively specified for the relevant property 
in UR, the pattern exhibited by those sounds that are negatively specified, 
and finally the pattern exhibited by those sounds that are unspecified. This 
does not appear to be the case. In general, one finds only TWO patterns of 
behavior: in the present example, that of ?a: mi/-hin / ?am/-al and that of 
pa' i{-hin/ pa' [-al. 

Postulating a contrast between A/a rather than between a:/a represents a 
case where a nonphonetic contrast (unspecified versus specified) is substituted 
for a phonetic contrast (long versus short), but without any justification from 
the phonetic reality per se. 
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The situation for (A') becomes even more complex if we consider the fol­
lowing data from Pengo (Burrow 1970). (In the following transcriptions, j 
stands for a voiced palatal affricate.) 

(12) (2nd) (3rd) 
singular singular 

imperative past gerund gloss 

tu :b-a tu :p-t-an IU: b-ji ' blow' 
tog-a tok-t-an 1og-ji 'step on' 
ra: k-a ra:k-t-an ra:g-ji 'offer worship' 
hi:p-a hi:p-t-an hi:b-ji 'sweep' 

The root 'blow' appears in two shapes, tu: b- and tu:p-. (A') requires that the 
voicing of the final consonant not be indicated in the underlying form, since 
voicing is variable for this segment. The root 'sweep' also appears in two 
forms, hi :p- and hi: b-. Likewise, (A') requires that the voicing of the final 
consonant of this root also be unspecified in the UR. Thus, we will have under­
lying representations for 'blow' and 'sweep' where both morphemes end in a 
labial stop unspecified for voicing. The proper value for voicing of these sfops 
in preobstruent position will be given by a general rule of voicing assimilation. 
Observe, however, that a rule assigning voice to the final segment of 'blow' 
but voicelessness to the final segment of 'sweep' will be required when these 
morphemes appear in prevocalic position. But there is no way of predicting 
from the underlying form of these roots which one will end in a voiced con­
sonant and which one in a voiceless one. If we maintain (A'), then we must 
claim that the differential behavior of 'blow' and 'sweep' with respect to the 
voicing or lack of voicing of the root-final consonant is not attributable to 
the phonetic makeup of these roots. Since it is likewise impossible to find a 
grammatical basis for this differential behavior, we must consider the difference 
to be a matter of an arbitrary, nonphonetic property. It would be necessary 
to divide the lexicon into two types of consonant-final roots: One type will 
be assigned the feature VOICE before a vowel-initial root suffix, the other will 
be assigned the feature VOICELESS. 

A theory of phonology not adhering to (A') would characterize the differ­
ential behavior of 'blow' and 'sweep' by claiming that the former is under­
lying /tu: b-/ and the latter /hi: p-/ . The voicing-assimilation rule needed for 
any analysis of these examples requires both roots to end in a voiceless con­
sonant when followed by -t- and a voiced consonant when followed by -Ji. 
The fact that /tu:b-/ ends in [b] and /hi:p-/ ends in a [p] before a vowel would 
not derive from a rule, but from the underlying character of the root-final 
consonant. 

(A') thus requires an arbitrary, nonphonetic contrast to distinguish 'blow' 
and 'sweep', whereas the alternative view posits a contrast between underlying 
voiced and voiceless consonants. Notice that although one function of (A') is 
to require a very direct relationship between a UR and its associated PRs 

' 
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in this case it requires that the contrast tu:b-a/hi:p-a be accounted for by a 
totally arbitrary division of the lexicon, even though the surface phonetic 
contrast is in fact one of voicing. Principle (A') requires that a surface phonetic 
contrast be replaced by a nonphonetic contrast with no independent justifica­
tion, thus leading to considerable abstractness. 

We can adduce some other considerations against the analysis resulting 
from (A'). Note the following data from Pengo. 

(13) pa : g-a 'strike!' 
pez-a 'lift!' 
ku:k-a 'call!' 

ba:g 
bes a 
gu: h-a 

'luck' 
'instrument for leveling ground' 
'swallow!' 

While /pa: g-/ has an initial voiceless consonant in all of its manifestations 
/ba : g-/ has an invariant voiced consonant in root-initial position. Such dat~ 
could be handled within the framework of (A') by assuming an underlying 
contrast between voiceless /p/ in pa: g-a and voiced /b/ in ba: g. But this would 
involve claiming that voicing is relevant in root-initial, but not in root-final 
position. However, we would have a rule that introduces a voicing contrast 
in root-final position, where the rule in question would be triggered by an 
arbitrary division of the lexicon into roots requiring voicing and roots requiring 
voic~l~ssness. Clea~ly, such a rule is merely a roundabout way of introducing 
a vo1c10g contrast 10 root-final position that is precisely parallel to the voicing 
contrast found in underlying root-initial position. In fact, if one were to adopt 
such an analysis, a logical extension of it would be to claim that both pa: g-a 
and ba:_g begin w_ith an underlying /P/, a labial stop unspecified for voicing. 
A rule 1s needed 10 any case to specify the /P/ of /tu: P-/ as voiced and the 
/Pl of /hi: P-/ as voiceless in prevocalic position. Why not Jet the same rules 
account for the difference in voicing in the initial consonants of pa: g-a and 
ba: g? All that would be required would be to divide the lexicon into two kinds 
of root-initial consonants, one type undergoing voicing prevocalically, and 
the other not. 

In other ':"o~ds, if we were to follow the logic of (A') all phonetic properties 
could be elimmated from the underlying form and we could depend solely 
upon a nonphonetic system of classifying the phonetic behavior of morphemes. 
Thus, the condition (A'), while superficially requiring a direct relationship 
between underlying and phonetic representations, would in fact permit totally 
~bstract underlying forms (a network of nonphonetic subcategorizations) just 
m_ order to account for data like those from Pengo. Most phonologists have 
reJe~ted such analyses for an obvious reason. Phonetic contrast is clearly a 
crucial aspect of language structure: It is the device that permits utterances 
to be distinguished and thus makes communication possible. But an approach 
that leads to reanalyzing phonetic contrasts (such as roots ending in voiced 
versus voiceless consonants) as nonphonetic contrasts (such as roots whose 
final consonants are subject to a rule assigning voice prevocalically versus 
roots whose final consonants are subject to a rule assigning voicelessness 
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prevocalically) states that surface phonetic contrasts are derived from und_er­
lying nonphonetic contrasts, with no evidence at all from the sound patternmg 
of language to justify this position. 

Principle (A') encounters more severe difficulties in an example such as the 
following from Tonkawa, an Amerindian language formerly spoken in Texas 
(Hoijer, 1933). In this language verbal roots display extensive morphophonemic 
alternations. The following examples are entirely typical. 

(14) A B c D gloss 

notx ntox notxo ntox o 'hoe' 
net/ ntal netle ntale ' lick' 
picn peen p icna peen a 'cut' 

Although these verb roots have a constant consonantal structure (n-t-x- , n-t-l-, 
p-c-n-), their vocalic structure is highly variable. It is possible, however, to 
reduce this variability to general rules. Notice, for example, that in the columns 
labeled A and B there is no vowel in root-final position, whereas in the columns 
labeled C and D there is a vowel in final position. The A and B forms occur 
when followed by a vowel-initial suffix, while the C and D forms occur when 
a consonant-initial suffix follows. It would therefore be possible to account 
for this particular alternation by stating that the final vowel in the C and D 
forms belongs to the underlying structure of the verb root, and that this final 
vowel is deleted when a vowel follows. Furthermore, note that a vowel occurs 
between the first and second consonant of the verb root in the A and C forms, 
but no vowel occurs between the second and third consonant. In contrast, the 
B and D forms reveal no vowel between the first and second consonants of the 
verb root, but have a vowel hetween the second and third consonant. The A 
and C forms occur when the root is word-initial or preceded by a consonant­
final prefix. The B and D forms occur after prefixes ending in a vowel. In other 
words, the alternations follow a quite regular pattern. It is important to point 
out, however, that while it is possible to predict when a vowel will be pro­
nounced and when it will not be, it is not possible to predict which vowel will 
occur. Taking 'cut' as an example, we have no way of determining whether 
the vowel e will occur between the first and second consonant, or whether a 
will occur between the second and third consonant, or whether a will follow 
the third consonant. The choice of vowel in each position is an idiosyncratic 
property of the verb root. 

Given URs such as /notoxo/, /netale/, and /picena/ , we can readily account 
for alternations found in (14). In case a vowel-initial suffix follows, the last 
vowel of these representations would be deleted. The second vowel would be 
lost in the case where the root is in the environment 

{~} -> 
and the first vowel would be lost when the root is in the environment y _ _ . 
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How would (A') handle the Tonkawa data? According to (A'), no sound 
may appear in the UR of a morpheme unless it appears in all the phonetic 
realizations of that morpheme. Consequently (A') would not allow any vowel 
to occur in the URs of 'hoe', 'lick', and 'cut', since none of the vowels that 
occur in the PRs of these morphemes occur in all of the PRs of the morpheme. 
The URs would thus have to be /ntx/ for 'hoe', /ntl/ for 'lick', and /pen/ for 
'cut'. But given such URs, there are no general phonological principles that 
could account for the surface phonetic patterning of these morphemes. It is 
idiosyncratic that /ntx/ 'hoe' has the vowel /o/ between /n/ and /t/ in notx-, 
whereas /ntl/ 'lick' has the vowel /e/ in this position. There are no phonological 
processes to which these facts can be attributed. If underlying representations 
are assumed to be the repository of those phonetic properties that cannot be 
attributed to the application of phonological rules, then the URs of 'hoe', 
'lick', and 'cut' must contain not only an indication of the consonantal struc­
ture of these morphemes, but also a specification of the vowels that intervene 
between these consonants. The absence of some of these vowels in the various 
allomorphs is predictable by general rules. (A') does not permit this, however; 
it requires that the vowels be inserted on the basis of nonphonetic information 
that would have to be associated with each morpheme. Instead of accounting 
for the contrast between notx- and netl- by including /o/ between /n/ and /t/ in 
the UR of 'hoe', but /e/ between /n/ and /t/ in the UR of 'lick', (A') posits the 
URs /ntx/ and /ntl/. A rule is then needed that would insert a vowel between 
the first two consonants of an unprefixed root or after a consonant-final prefix 
(these are the contexts in which the CVCC(V)-alternant occurs); such a rule 
is possible because there are no roots with an initial consonant cluster in these 
contexts. But the quality of the vowel inserted by the rule would have to be 
an idiosyncratic property of each root. Nonphonetic information would thus 
have to be associated with each root morpheme· in order to determine the 
quality of the inserted vowel. Thus, once again (A') requires replacing a pho­
netic contrast (/notoxo/ versus /netale/) with a nonphonetic contrast (/ntx/ plus 
some nonphonetic information determining that /o/ will be inserted between 
the initial two consonants in the appropriate circumstances, as opposed to 
/ntl/ plus some nonphonetic information determining that /e/ will be inserted 
between the first two consonants, etc.). Again we find no reason for ignoring 
the surface phonetic contrast (/o/ versus /e/) in favor of the nonphonetic 
contrast. 

One direction in which one might move in attempting to relax the constraints 
imposed by (A'), while at the same time severely restricting the possible URs 
for a morpheme, is to permit variant (alternating) features such as the voicing 
of Pengo obstruents to occur in the UR of a morpheme, but to establish at 
the same time criteria that will determine which value for the alternating 
feature is to be included in the UR and which value is to be assigned by rule. 
The criteria that we are about to discuss all assume that the UR of any mor­
pheme is identical to one of the morpheme's PRs (excluding those features of 
the PR that are entirely predictable and thus do not have to be included in 
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URs at all---e.g. , aspiration in English). These criteria differ with respect to 
WHICH PR is identified as the basis for establishing the UR. 

Let us begin by considering the condition on grammars expressed as (B). 

(B) The UR of a morpheme includes those variant (alternating) and invariant 
phonetic properties that are idiosyncratic (unpredictable). But it "!a~ incl~de 
only those variant properties that occur in the PR that appears. m 1solatzon 
(or as close to isolation as the grammar of the language permits). 

A principle such as (B) seems to be implicitly assumed by many peda~o~ically 
based language descriptions, where one frequently finds th~ pronunc1at10~ of 
morphologically complex forms (the plural of a noun, for mstan~e) descnbed 
in terms of a change in the morphologically simpler form. (the smgul~r form 
of a noun for instance). Two considerations seem to motivate (B). First, the 
UR of a :Uorpheme is often obscured when that morpheme is conjoine~ to 
another, due to morphophonemic changes. If a morpheme can be e.xammed 
in isolation, the obscuring effect can be eliminated and the underlymg form 
revealed. Second, the unaffixed or minimally affixed form of a root often 
appears in a more basic semantic context (singular as opp~sed to plural, 
present tense as opposed to past, nominative as opposed to oblique cas~s, and 
so on), and there is a tendency to identify the UR of a morpheme with the 
alternant appearing in a more basic semantic context, perhaps on the grounds 
that this context is more frequent, especially during the initial stages of 
language learning. 

(B) encounters substantial difficulties, however, because numer~~s phono­
logical processes are induced by word-initial and word-final. pos1t1on. C~n­
sequently, an isolated form of a morpheme does not nec~ssanly escape bemg 
affected by phonological rules and thus does not necessarily reveal the under-
lying form of a morpheme. . . 

Consider the extremely well-motivated rule of word-final devo1cmg of 
obstruents in Russian. The noun roots in (15) below alternate, ending either 
in an unvoiced obstruent (in the nominative singular forms) or a voiced 
obstruent (in the dative singular and nominative plural forms).* 

(15) nominative dative nominative 
singular singular plural gloss 

xlep x/ebu x/eba ' bread ' 

sat sadu sady 'garden' 

zakas zakazu zakazy 'order' 

storos storoi u storoi a 'guard' 

rok rogu roga 'horn' 

Given data of this type, one could either take the nom. sg. form as basic and 

* These transcriptions ignore the effects of an automatic rule that changes unstressed e and o 
to i and a, respectively. 
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posit a rule that voices obstruents before vowel-initial suffixes, or take the 
dat. sg./nom. pl. form of the root as basic and posit a rule of final devoicing. 
The final devoicing approach is strongly supported by the fact that words do 
not end in voiced obstruents in Russian pronunciation. Furthermore, numerous 
examples like the following would falsify a rule that would voice obstruents 
before vowel-initial suffixes. 

(16) nominative dative nominative 
singular singular plural gloss 

cerep eerepu cerepa 'skull' 
ever eve tu eve ta 'color ' 
!es lesu !r>s.1 ' forest' 
dus du.Su du.Sy 'shower' 
bok boku boka '::·-=~· 

The root-final obstruents in these examples all remain voiceless even when 
followed by a vowel-initial suffix. Under the final devoicing analysis, the 
final underlying voiceless obstruents of the roots in (16) would simply remain 
and not alternate. According to the analysis of Russian that posits a rule 
voicing obstruents before vowel-initial suffixes to account for the data in (15), 
all of the roots in (16) would have to be regarded as exceptions. The analysis 
of Russian that postulates a word-final devoicing rule clearly provides the most 
appropriate analysis of the data (and, of course, is the analysis that linguists 
have generally accepted). 

Let us consider now how (B) requires us to analyze the Russian data. The 
noun roots in ( 15) have an alternating final consonant. The phonetic property 
involved (namely, voicing of obstruents) is not a predictable feature of Russian 
pronunciation (it is not possible to predict that the root final consonant of 
sadu is d while the root final consonant of cvetu is t). Consequently, the URs 
of the roots in ( 15) must be specified for voicing. (B) requires that the underlying 
value for an alternating feature must be that value that occurs in the isolated 
form of the morpheme. In the case of the roots in (15), that form is the nom. sg. 
(B) thus posits URs such as /xlep/, /sat/, /zakas/, and so on. But if these URs 
are accepted, the alternation in voicing observed in (15) would have to be 
accounted for by a rule that voices obstruents before vowel-initial suffixes. 
We have seen, however, that such an analysis is inconsistent with the large 
number of nouns like those in (16). In order to maintain (B), all such nouns 
would have to be marked as exceptions to the rule of voicing before vowel­
initial suffixes. (B) requires replacing a perfectly straightforward phonetic 
contrast (roots ending in underlying voiced obstruents as opposed to roots 
ending in voiceless obstruents) with a nonphonetic contrast (roots that regularly 
undergo voicing as opposed to roots that exceptionally fail to undergo the rule). 

Lardil, a language of Northern Australia provides a more extreme example 
of the sort of problem that (B) encounters. According to the analysis of Lardil 
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proposed by Hale (1971), "The object of a noni~perative verb is.inflected for 
accusative case and, simultaneously, for tense (m agreement with the tense 
of the verb). The subject of a sentence and the object of an i~perative .verb 
are uninflected (as in the citation form)." Thus, a noun appears mflected man 
accusative nonfuture form or in an accusative future form.* 

(17) accusative accusative 
uninflected nonfuture future gloss 

me/a me/a-n mela-r 'sea' 

parna parna-n parna-r 'stone' 

wanka wanka-n wanka-r 'arm' 

The above examples suggest assigning to the acc. nonfut. suffix the shape -n 
and to the acc. fut. suffix the shape -r. The noun roots would be identical 
to their uninflected form. 

The examples cited in (18) below involve morphophonemic alternation. 

(18) l'}Uka 
kata 
mufJ.a 
kefJ.te 
pape 

l')Uku-n 
katu-n 
mw:iu-n 
kefJ.ti-n 
papi-n 

l'Juku-r 'water' 
katu-r 'child' 
mw:iu-r 'elbow' 
kefl{i-wur 'wife' 
papi-wur 'father's mother' 

l')ifJ.e l'JlfJ.I-n l')ifJ.i-wur 'skin' 

Note that whereas me/a 'sea' has the acc. nonfut. mela-n, l')Uka 'water' has the 
form rJUku-n. If we were to analyze both of these roots as ending in /a/, there 
would be no general principles to predict that in the case of 'se~' this/~/ would 
remain constant, whereas in the case of the suffixed forms of water 1t wo~ld 
change to /u/. If we adopt the inflected form of the root as t~e underlymg 
structure, however, i.e., /mela/ versus /rJuku/, then a rule that s~1d that under­
lying /u/ is pronounced as /a/ in word-final position would predict that /rJuku/, 
when uninflected, is pronounced as l'}Uka. Such as analysis 1~ supported o~ two 
grounds. First, there are no roots that end in /u/.both in the mflected and m the 
uninflected form: That is, there are no roots hke malu, malu-n. The absence 
of such roots would be predicted by the rule changing /u/ to /a/ in final position. 
Second if we analyse a root such as pape, papi-n as underlying /papi/, then 
its uni~fl.ected form could be accounted for by simply extending the rule that 
lowers ju/ to /a/, so that it also lowers /i/ to /e/. 

(19) Lowering V-----+ [-high]/--* 

rvve assume that subsidiary principles account for the fact that /u/ is lowe~ed 
to an unrounded vowel.) (B) does not allow this analysis but instead reqmr~s 
that any variable phonetic property be represented in the UR as it appears m 

* Lardil distinguishes four types of coronal consonants: lamina! dental /th/, apico-alveolar /t/, 
lamina! alveopalatal /tj/, and apical domal /t/. 
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the unaffixed form of the morpheme. (B) thus chooses /J:Juka/ as the UR of 
'water', merging it with /mela/ . To account for the form l')Uku-n it would be 
necessary to posit a rule raising /a/ to /u/ ; nonphonetic information would be 
required in order to permit /rJuka-n/ to undergo this raising, but not /mela-n/. 
Such an approach treats the absence of examples with invariant /u/, like the 
hypothetical malu, malu-n, as entirely fortuitous. 

Consider next the following additional data. 

(20) thul')al thul')al-in thul')al-ur 'tree' 
kethar kethar-in kethar-ur 'river' 
miyar miyar-in miyar-ur 'spear' 
tupalan tupalan-in tupalan-kur ' road' 
yaraman yaraman-in yaraman-kur 'horse' 

A few comments on the shape of the suffixes are required. The acc. nonfut. 
has the shape -n in (17) and (18), while it has the shape -in in (20). This difference 
is apparently a consequence of the fact that the roots in (17) and (18) are 
vowel-final, while in (20) there is no evidence of a vowel-final stem. If the 
underlying form of the suffix is /-in/, a rule deleting the initial vowel after a 
vowel-final stem could be formulated. Now consider the acc. fut., which has 
the shape -r in (17) and in those words in (18) where the root ends in /u/. When 
the root ends in /i/ , the acc. fut. is pronounced as -wur. In (20) this suffix is 
pronounced as -ur, except after nasal-final roots, where it is realized as -kur. 
If we take the UR of the suffix to be /-ur/, we can account for its allomorphy 
by inserting a w between root-final /i/ and this suffix, but dropping the suffix­
initial /u/ after roots ending in other vowels: /papi-ur/ -----+ papi-wur, but 
/mela-ur/-----+ mela-r. The examples in (20) require /k/ to be inserted between 
a nasal-final root and the suffix -ur. When the root ends in an oral consonant, 
the suffix reveals its underlying shape: /kethar-ur/-----+ kethar-ur. 

The data in (21) present a new problem of analysis. 

(21) thurara thuraral')-in thuraral')-kur 'shark' 
pere perel')-in perel')-kur 'vagina' 
1Jalu 1Jaluk-in yaluk-ur 'story' 
kurka kurkaTJ-in kurkay-kur 'pandja' 

The suffixal shapes in (21) are just what we would expect after consonant-final 
roots; see (20). Indeed, the roots display a consonant in the inflected forms. 
But the consonant that appears in the inflected forms is absent in the uninflected 
form. If we were to assume that the consonant in question is part of the root, 
thus accounting for the shapes of the following suffixes, it would be necessary 
to postulate a rule that deletes certain consonants in word-final position. This 
rule would have to convert /thurararJ/, /pererJ/ , /rJaluk/, and /kurkaIJ/ to 
thurara, pere, yalu, and kurka. The rule could not be formulated so as to 
delete any word-final consonant, since /thuIJal/, /miyar/, and /yaramin/ in 
(20) do not lose their consonants. Consideration of additional data reveals 
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that nonapical consonants delete finally, while apjcal consonants remain (for 
a systematic exception, see below). Thus, the data of (21) can be accounted 
for by a rule of the following form: 

(22) Nonapical Deletion c --~/-# 
[-apical] 

While /IJaluk-in/ will not be affected by any of the rules discussed, /IJaluk/ 
will undergo nonapical deletion, yielding 1Jalu. The fact that 1Jalu ends in u 

confirms in part our analysis. Recall that there is motivation for a rule in 
Lardil that lowers /u/ to a in final position. If the root were in fact /IJalu/, 
there would be no explanation for why lowering does not apply to this form. 
If /IJaluk/ is the UR, however, the failure of lowering to apply can be attributed 
to the presence of the final /k/ , which prevents lowering. That is, lowering is 
ordered to apply before nonapical deletion. 

Our account of the data in (21) is based on positing the inflected form of 
the root as underlying. But if we were to accept (B), the uninftected form of 
the root would have to be selected as the underlying structure. This would 
require a rule to convert /IJalu-in/ to 1Jaluk-in, while converting /pere-in/ to 
pere1J-in and at the same time permitting forms such as /mela-in/ to become 
mela-n. Nonphonetic information would thus be required to guarantee that 
/k/ is inserted in the case of /IJalu-in/ , but /IJ/ in the case of /pere-in/. Non­
phonetic information would also be needed to explain why /IJalu/ and /pere/ 
undergo consonant insertion, while /mela/ does not. 

(23) provides more relevant data. 

(23) yalul yalulu-n 
karikar karikari-n 
mayar 

ka1Jkar 
wiwal 

mayara-n 

ka1Jkari-n 
wiwala-n 

yalulu-r 
karikari-wur 
mayara-r 
ka!Jkari-wur 
wiwala-r 

'flame' 
'butterfish' 
'rainbow' 
'father's father ' 
'bush mango' 

The inflected forms of (23) have the shapes expected after vowel-final stems; 
see (17) and (18). A vowel precedes the suffix in each example: yalulu-n, 
karikari-n, and so on. But this vowel is not present in the uninfiected form. 
If we consider this vowel to be part of the root, a rule is needed to convert 
/yalulu/ , /karikari/ ... to yalul, karikar . .. when these roots are uninflected. 
If we compare the examples where deletion of the vowel would occur-in 
(23)- with those where it would not- (17) and (18)-a crucial difference 
emerges: deletion occurs with roots that are trisyllabic or longer ; it does not 
occur when the root is disyllabic. The following rule accounts for this difference. 

(24) Apocope 

Note that thurara 'shark' in (21) does not become thurar. We have argued 
that this root is /thuraraIJ/, however; see thurara1J-in. The failure of apocope 
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to apply to thurara can be accounted for by simply ordering apocope before 
nonapical deletion. Thus, the presence of final /rJ / in the UR of thurara is 
responsible for the retention of the final a in this word. One final point can be 
made in favor of our analysis of (23): The UR of karikar is /karikari/ , clearly a 
reduplicated word. The fact that it is reduplicated is obscured in the uninflected 
form but transparent in inflected forms . 

Principle (B) requires a radically different approach to the data in (23). 
The URs would have to be /yalul/, /karikar/ , and so on. Nonphonetic informa­
tion would be required in order to specify that these roots are separated by a 
vowel from the following suffix, while the roots of (20) are not. Additional 
nonphonetic information would be needed to specify which vowel appears 
in the inflected forms. 

Consider now the following examples, which are interesting for several 
reasons. 

(25) fipifi 
murkuni 
pu[u 
1JaWU1Ja 

[ipi fipi-n 
murkunima-n 

pufuka-n 
l)QWUl)QWU-n 

[ipi[ipi-wur 
murkunima-r 
pu[uka-r 
1JaWu1Jawu-r 

'rock-cod' 
'nullah' 
' short' 
' termite' 

In each of the examples the uninflected form is shorter by two segments than 
the corresponding inflected forms. The "added" syllables are -pi, -ma, -ka, 

-wu whose initial consonants are all nonapicals. This strongly suggests that 
the rule of nonapical deletion is operative here. Note furthermore that if the 
inflected form of the root is basic, the roots are all vowel-final and trisyllabic 
or longer. Thus, apocope could account for the absence of the vowel of the 
"added" syllables in question . All that would be required is that apocope be 
ordered to apply before nonapical deletion, an ordering that was suggested by 
thurara. The derivation of murkuni would be as follows . 

(26) / # murkunima # / 

murkunim 
murkuni 

lowering 
apocope 
nonapical deletion 

Note that lowering must be applied before nonapical deletion, otherwise /i/ 
would be lowered to /e/ ; apocope must be applied before nonapical deletion 
so that /murkunima/ can become /murkunim/ by the former rule and thus 
subject to the latter rule. Observe that murkuni does not undergo apocope, 
showing that apocope cannot reapply. The analysis of this data permits us to 
recognize fipi[i and 1JaWu1Ja as reduplicated forms as well. 

Once again (B) precludes this analysis, since it posits the shorter form 
appearing in the uninflected column as basic. Rules would be necessary to 
affix /pi/ to /tipiti/, /ma/ to /murkuni/ , and so on. On phonological grounds 
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we could not predict which roots would take an additional syllable nor deter­
mine its vowel quality. Nonphonetic information would have to be specified 
in the UR to insure that the appropriate suffixes affix to the appropriate roots. 

One additional rule of Lardil phonology needs to be mentioned. Examination 
of the language reveals no word-final consonant clusters. 

(27) kantukan kantukantu-n kantukantu-r ' red' 

When we take an example like (27) into consideration, we find that once 
again the uninflected form is shorter by two segments than the inflected form. 
In this case the missing syllable is / tu/ . Here we cannot invoke our nonapical 
deletion rule to account for the missing consonant, since / t/ is an apical. We 
could, however, appeal to a rule of cluster simplification. 

(28) Cluster Simplification C--+(/J/C_ # 

This rule must be assumed to apply after apocope: 

(29) / # kantukantu # / 
kantukant 
kantukan 

More complicated cases arise as well. 

(30) mw;kumu 
tjumpu(ju 

mu')kumu')ku-n 
tjumputjumpu-n 

apocope 
cluster simplification 

mw;kumu')ku-r 
tjumputjumpu-r 

'wooden ax' 
'dragonfly' 

In (30) the uninflected form is three segments shorter than the inflected form. 
The "added" structure in these examples is /TJku/ in 'wooden ax' and /mpu/ in 
'dragonfly'. In both cases the first consonant of the added structure is a non­
apical consonant. The absence of this consonant can be attributed to nonapical 
deletion, whereas the absence of the second consonant could be traced to the 
operation of cluster simplification. The absence of the vowel would of course 
be due to apocope. The derivation of mu1Jkumu is as follows. 

(31) I# mufJkumufJku # / 
mu')kumw;k 
mu')kumutJ 
mu')kumu 

apocope 
cluster simplification 
nonapical deletion 

Once again (B) would require that /mufJkumu/ and /tjumputju/ be taken as 
the underlying representations for 'wooden ax' and 'dragonfly', respectively. 
Rules would then be required to expand the former to /muTJkumufJku/ and 
the latter to / tjumputjumpu/ when the inflected root shapes are formed. There 
are no general principles that would determine that these roots add two 
consonants and a vowel in the formation of the inflected root shapes, whereas 
other roots do not: /mela/ 'sea' adds nothing; /miyar;/ 'spear' adds nothing; 
/nalu/ 'story' adds just /k/ ; /yalul/ 'flame' adds just /u/ ; /niurkuni/ 'nullah' 
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adds /ma/ (one consonant and a vowel). No general rules can be given to 
determine how many consonants to add and whether or not to add a vowel. 
furthermore, the nature of the consonant or the vowel cannot be predicted . 
Thus, positing the uninflected allomorph as the underlying representation, 
as required by (B), means relinquishing the phonetic basis for the alternation 
between the uninflected and the inflected root forms, even though obvious 
phonetic contrasts exist when the inflected root forms are examined. 

The evidence from Lardil suggests that (B) is untenable as an absolute 
constraint on URs. Nevertheless, there are cases in which the UR of a morpheme 
is identified with the form in isolation, even at the expense of rather severe 
descriptive complexity. For example, Hale (1971) contrasts certain data from 
Maori with the Lardil data discussed above. Proto-Polynesian underwent a 
sound change whereby the final consonant of a word was deleted, giving rise 
to alternations in Maori such as the following. 

(32) active passive gloss 

hopu hopukia 'catch' 
aru arumia 'follow' 
mau mauria 'carry' 
aw hi awhitia 'embrace' 

Instead of positing the allomorph in the affixed form as the underlying structure 
(and utilizing a rule to delete word-final consonants), present-day speakers 
of Maori regard the unaffixed (active) forms of the roots as underlying, requiring 
the division of the lexicon into a number of arbitrary lexical classes ("conju­
gations"): hopu belongs to a class that takes the -kia form of the passive suffix, 
aru belongs to a class that takes the -mia form, and so on. More than a dozen 
such lexical classes are required. 
~he evidence that Maori speakers have reinterpreted the data in (32) and 

assigned the consonant that appears in the passive forms to the passive suffix 
rather than to the verb root derives from various observations that -tia is 
developing into the REGULAR passive suffix (all other forms such as -kia 
-mia, -ria, etc., are regarded as irregular). The following obser~ations suppor~ 
the conclusion that -tia is the regular passive suffix: (a) If a speaker forgets 
the correct passive form of a verb, he may use a form where -tia is added to 
~he active verb form-and he is understood when he does this ; (b) if a noun 
is used as a verb in spontaneous speech, this denominal verb will form its 
passive by adding ·- tia; (3) loan words add -tia in forming a passive, even if 
these loan words end in a consonant. (Additional arguments provided by 
Hale lead to the same conclusion.) 

Although historically a root such as that in awhi/awhitia ended in a consonant 
the evidence cited above suggests that speakers reanalyzed forms such as thi~ 
and associated the consonant with the suffix. The result was that the passive 
suffix had multiple allomorphs. For some reason (as yet undetermined), the 
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-tia allomorph has developed into the regular form of the suffix. This analysis 
has resulted in numerous exceptional forms , falling into a dozen or so 
"conjugations." . 

The reanalysis of the data in (32) that appears to have taken place in Maori 
suggests that although (B) may not be an absolute condition on grammars, 
it may play a significant role nevertheless in a speaker's grammar-construction. 
That is, (B) may be a relative condition placed on URs-a condition that may 
be violated, but only if the analysis of the data demands a violation. The 
difficult problem of course is to discover the factors which determine whether 
(B) will or will not be violated. 

The most frequently used form of a morpheme is generally the minimally 
affixed form (since Jack of affixation often coincides with a more basic semantic 
concept). Our discussion of (B) showed, however, that such forms cannot be 
regarded as reliable reflections of underlying structure. There is another ~ay 
though, in which frequency might play a role in deciding what underlymg 
value should be assigned to an alternating phonetic feature. Consider (B') . 

(B') The UR of a morpheme includes those variant and invariant phonetic 
properties that are idiosyncratic. But it may include only those variant 
properties that occur in the greatest number of "contexts". 

As formulated (B') is imprecise. What is meant, for example, by "contexts"? 
This question might be answered in different ways, but for our present purposes 
we will simply assume that the number of contexts in which a morpheme can 
occur is a function of the number of different affixes that can precede or follow 
it (within the "word"-assuming that we are dealing with rules whose domain 
of application is the word itself). Consider, for example, the Russian da~a 
discussed earlier. The final consonant of the root 'bread' appears voiced m 
xlebu (<lat. sg.) and xleba (nom. pl.), but voiceless in xlep (nom. sg.). The 
voiceless consonant occurs in just one context (when no suffix follows the 
noun root); the voiced consonant occurs in two contexts (when followed _by 
the dat. sg. -u and by the nom. pl. -a). Since these examples are representative 
of the general situation (i.e., the voiced form of the root occurs throughout 
the noun declension excepting the case where no suffix follows the root), (B') 
will correctly predict /xleb/ as the UR of 'bread'. 

(B') likewise leads to the most comprehensive analysis of the Lardil <lat~. 
Consider the noun meaning ' nullah'. It has the shape murkuni when there is 
no suffix, but takes the shape murkunima- before the acc. nonfut. and acc. fut. 
suffixes. Since the syllable /ma/ occurs in the greater number of contexts, 
(B') leads to the inclusion of these alternating sounds in the UR. This seems an 
accurate description of the Lardil data. 

There are nevertheless many cases where the constraint on URs provided 
by (B') is too strong. For example, in Russian the vowels o and a contrast 
phonetically only when accented. When unaccented, o and a merge into ~ · 
There are many nouns belonging to the so-called oxytone accentual class, m 
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which the stress falls on the first vowel of the suffix if there is one, but on the 
final vowel of the root when there is no suffix. For the entire masculine de­
clension there are at most only two forms where the noun appears unaffixed 
and, hence, where a noun will be stressed on the root vowel. In all other forms 
the accent appears on the ending. In spite of this fact there are many examples 
in which the root vowel appearing under stress in the unaffixed form can be 
either o or a. For instance, the complete declension of stol 'table' and vrak 
'enemy' is as follows. 

(33) singular plural singular plural 

Nominative Stal stal-y vrak vrag'-i 
Genitive stal-a stal-6/ vrag-a vrag-6/ 
Dative stal-u stal-am vrag-u vrag-am 
Accusative st61 stal-y vrag-a vrag-6/ 
Instrumental stal-6m stal-am'i vrag-6m vrag-am'i 
Locative stal'-e st al-ax vrag'-e vrag-cix 

Other examples include vrac, vraca 'physician' ; plasc, plasca 'cloak'; etas, 
etaza 'story' ; versus k6t, kata 'tomcat'; ziv6t, zivata 'stomach'; dv6r, dvara 
'courtyard'. If (B') were followed in the analysis of the data in (33), it would be 
necessary to posit an underlying /a/ for 'table' (since a occurs in more contexts 
than does o). We would also be obliged to posit underlying /a/ in 'enemy', 
since a appears in all contexts for this morpheme. Notice that once again we 
would be compelled to divide the lexicon into arbitrary classes in order to 
determine which underlying /a/'s appear as o when the stress falls on them, 
and which appear as a. 

To cite one more example of this type, morphemes like /pek/ 'bake' and 
/fog/ 'burn' in Serbo-Croatian exhibit the following patterns in the present 
tense. 

(34) 1st singular pee-e-m zez-e-m 
2nd pee-e-s iez-e-s 
3rd pee-e zez-e 
1st plural pec-e-mo zez-e-mo 
2nd pec-e-te iez-e-te 
3rd pek-u zeg-u 

Here the e is the thematic or stem vowel that is added to the root. It deletes 
by a general rule when the following person-number suffix begins with a 
vowel: pek-u < /pek-e-u/, zeg-u < /zeg-e-u/. (B') requires us to set up the 
pee- and zez- alternants as underlying, since they occur most frequently. The 
associated rule in this analysis, however, which involves c and z becoming k 
and g before u, is quite unnatural and furthermore would have to be limited 
to apply before just the /-u/ of the 3rd pl. morpheme, because c and z freely 
occur before other u vowels in Serbo-Croatian. On the other hand, the analysis 
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setting up the velar stops k and g as basic involves a rule that is both pho­
netically natural and consistent with the general gap in Serbo-Croatian sound 
structure that velars do not normally appear before front vowels except in 
borrowed words . Finally, one needs a rule that changes velars to palatals 
before front vowels for many other alternations in the language. For instance, 
in the declension of certain nouns the vocative sg. ending is -e. Noun stems 
ending in k and g change to c and z in the vocative: junak, junac-e 'youth' ; 
Bog, Boz-e 'God'. (B') requires the alternants /junak/ and /bog/ be selected as 
underlying forms, because they appear in the overwhelming majority of the 
remaining forms in the paradigms of these nouns. Thus, if we apply (B') con­
sistently, we find that alternations occurring in exactly the same phonetic 
context (palatals before e, velars elsewhere) must in some cases be analyzed 
with underlying palatals and in others with underlying velars, without any 
independent evidence for doing so. 

It therefore appears that the surface alternant that best reveals the UR of 
a morpheme need not be the alternant that occurs in isolation- see the earlier 
discussion of (B)-nor the alternant that occurs in the most contexts- see the 
discussion of (B'). The next hypothetical condition on URs that we shall 
examine also belongs under the (B) heading in that it, too, tries to establish 
general criteria for identifying the underlying value for an alternating phonetic 
feature. 

(B") The UR of a morpheme may include both variant and invariant phonetic 
properties. All of the variant properties selected to appear in the UR must 
occur in a single surface alternant of that morpheme, the basic alternant. 
The choice of the basic alternant is constrained by a principle of parallel­
ism according to which the basic alternant for all morphemes of a given 
morphological class (noun, verb, particle, etc.) must occur in the same 
morphological context. 

This parallelism condition is weaker than (B) and (B') in that it does not fix 
in advance the basic allomorph for all morphemes, but merely requires that if, 
for example, the basic allomorph for a particular noun root is identified as 
the nom. sg., then the allomorph appearing in the nom. sg. will be the basic 
alternant for all other nouns. 

(B") is consistent with the Lardil data discussed above. We saw that the 
morpheme /!Juka/ - /!Juku/ 'water' has an /a/ - /u/ alternation and that the 
alternant /!Juku/ appearing in the inflected form offers the best underlying 
representation. (B") requires that the allomorph appearing in the inflected 
form be chosen as basic for all noun stems in Lardil. It correctly forces us to 
set up the longer, nonreduced allomorph for a stem like 'nullah' /murkuni/ -
/murkunima/, since it is the latter allomorph that appears in the inflected form. 

(B") is consequently weaker than either (B) or (B') in that it does not predict 
in advance which morphological environment will yield the basic alternant of 
a morpheme. Nevertheless, (B") is still an extremely strong constraint placed 
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on URs because it claims that the basic alternants of a given morphological 
class will appear in the same context. There is, however, evidence that (B") is 
too strong. 

Consider the following data from Pengo, some of which we looked at earlier. 

(35) 2nd 3rd 
singular singular 

imperative masculine past gloss 

cup a cup tan 'spit' 
tu:ba tu:ptan ' blow' 
eca eccan 'shoot' 
uja uccan 'suck' 
ho:ka ho :ktan 'wash clothes' 
mag a maktan 'sleep' 

The 2nd sg. imperative is formed by suffixing -a to the verb root; the past 
tense is formed by suffixing -t- to the verb root (t -- c if preceded by c or j) 
and adding the subject marker (-an in the 3rd sg. masc.). The examples in (35) 
require positing the form of the verb root that appears in the imperative as 
basic; if the past-tense morpheme were basic instead, we could not account 
(phonologically) for the fact that /cup/ 'spit' retains a final /p/ in cupa, whereas 
/tu: p/ 'blow' converts final /p/ to /b/ in tu: ba (and so on for other examples). 
In other words, whereas obstruent-final roots may be either voiced or voiceless 
before the imperative suffix, they may only be voiceless before the past-tense 
marker -t-. It is possible to predict the past-tense form from the imperative 
form by means of a rule that devoices a voiced obstruent preceding a voiceless 
one, but not possible to predict the imperative form from the past by a pho­
nologically conditioned rule. The imperative form thus represents the "position 
of maximal differentiation", while the past-tense represents a "neutralized 
position". The UR is the form that appears in the position of maximal differ­
entiation, if there is to be a phonetic basis for a contrast such as cuP-a versus 
tu:B-a. 

Having now constructed the argument where the imperative form of a verb 
root is posited as underlying, we now return to the parallelism constraint of 
(B") that would require the imperative form to be basic for all verbs. With 
this in mind, let us examine the data in (36). 

(36) 2nd 3rd 
singular singular 

imperative masculine past gloss 

aha as tan 'seize' 
gu:ha gu: stan 'swallow' 
iha is tan 'strike' 

cf., tuza tustan 'wear' 
peza pestan 'pick up' 



30 THE ABSTRACTNESS OF UNDERLYING REPRESENTATIONS 

There are no pairs such as *pesa/pestan or *peha/pehtan. In general [s] and [h] 
do not contrast in Pengo: [s) occurs word-finally and before voiceless conso­
nants ; [h] occurs prevocalically and before voiced consonants (though in some 
cases [h) will alternate optionally with [s] before voiced sonorant consonants). 
These examples indicate that not only are [s] and [h] in noncontrastive distri­
bution, but that the same underlying sound unit may sometimes appear as 
[s] and at others as [h]. 

The parallelism requirement demands /ah/, /gu: h/, and /ih/ as the basic 
forms of 'seize', 'swallow', and 'strike'. Such URs would then require a rule 
like (37). 

(37) h----+ sf __ [-voice] 

There are, however, considerations to suggest that /s/ rather than /h/ is the 
proper underlying representation, so that the URs for these morphemes would 
be /as/, /gu: s/, and /is/. In such an analysis the required rule would be as 
follows. 

(38) S----+ hf-- [+voiced] 

Such URs would of course violate (B"), because the /s/ appears in the past-tense 
form and not in the imperative, whereas the URs of the roots in (35) appeared 
in the imperative and not the past-tense form. 

A crucial argument for /s/ is provided by the following data. 

(39) Intransitive Transitive 

2nd 3rd 2nd 3rd 
singular singular singular singular 

imperative masculine past imperative masculine past gloss 

lab a lap tan lapa lap tan 'fit into' 
rug a ruktan ruka ruktan 'hide' 
mag a maktan maka maktan 'lie/lay down' 
maza mas tan maha mas tan 'turn' 
vi:za vi:stan vi:ha vi:stan 'finish' 

In the first three of these forms the difference between the intransitive and 
transitive forms of the root is that the former ends in a voiced obstruent, 
the latter in the corresponding voiceless one. This pattern is extremely common 
in the language. At first glance 'turn' and 'finish' seem to violate this principle: 
We have maza, maha (not *masa), and vi: za, vi: ha (not *vi: sa). Instead of the 
expected /s/, we find /h/. To account for these forms it would seem that we 
need a second principle: Final /z/ in the intransitive form will be replaced by 
/h/ in the transitive form. But the additional statement is necessary only if 
/h/ is posited as basic from which the /s/ of mastan, for example, is derived. 
If /s/ is underlying and the imperative form of the root is derived from the 
past-tense form in these cases, the intransitive maz- and vi: z- will have the 
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expected mas- and vi :s- as their transitive variants; /mas/ and /vi :s/ will then 
be converted to mah- and vi:h- before a voiced sound. 

A second argument for underlying /s/ originates in another voicing alter­
nation in Pengo. Vowel-final verb roots fall into two arbitrary classes: Class A 
devoices the initial underlying voiced obstruent of an immediately following 
suffix, while class B preserves the underlying voicing. 

(40) II III IV v gloss 

A ka:- ka:-t- ka:-pa- ka:-ka- ka:-hi- ' watch' 
<lo- <fo-t- <lo-pa- <fo-ka- <fo-hi- 'peck' 
ta- ta-t- ta-pa- ta-ka- ta-hi- 'bring' 

B a:- a:-d- a:-ba- a:-ga- a:-zi- 'be' 
ki- ki-d- ki-ba- ki-ga- ki-zi- 'do' 
va:- va:-d- va:-ba- va:-ga- va :-zi- 'come' 

Column I gives the basic verb root; II, the verb stern used when the object, 
direct or indirect, is l st or 2nd person; III, the intensive-frequentative verb 
stem; IV, the "motion" stem; V is a gerund. Note that in II we find -t- after 
the A roots but -d- after the B roots; in III, -pa- after A roots and -ba- after B 
roots; -ka- for A in IV but -ga- for B. In V, however, -hi- is the form that occurs 
following A roots, rather than the expected -si-, given that -zi- occurs after 
the B roots. This unexpected -hi- can be derived by the same principle that 
yields -t-, -pa-, and -ka-,provided we assume the h to be derived from underlying 
/sf. That is, /zi/ is converted to /si/ in roots of type A by the same principle 
that converts /ba/ to /pa/ ; /si/ is replaced by /hi/ via the general rule that 
changes /s/ to /h/ before a voiced sound. If the underlying form were /h/ and 
/s/ derived by rule from /h/ , the appearance of -hi- in these examples would 
not follow from the general principles stated earlier. 

If we are to account for the various voicing alternations and the s ......, h 
alternation illustrated in (35), (36), (39), and ( 40) by general, motivated rules, 
then the UR of a verb root cannot be limited to a particular morphological 
category. The voicing alternations in (35) can be accounted for only if the 
imperative is posited as the UR of a given root, while the s ......, h alternation 
is most appropriately described in terms of an underlying /s/ , which appears 
in the past-tense form of the roots in (36). 

The Russian data discussed earlier also provide a counterexample to (B"). 
Recall that the final-devoicing alternation (trup, trup-u versus xlep, xleb-u) 
requires that we take the allomorph appearing before various case suffixes as 
underlying, since the underlying voicing opposition is neutralized in word-final 
position. But nouns with oxytonic stress (st6!, stal-u versus vrdc, vrac-u) require 
that we posit as underlying the unaffixed nominative singular forms because 
only in this form of the paradigm does the stress fall on the root vowel, revealing 
the underlying /o/ versus /a/ contrast. In unstressed position underlying /o/ 
merges with underlying /a/ into phonetic a. 
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Thus, (B") cannot be accepted as an adequate constraint on. underlying .re­
presentations because the phonologi.st ~~st select the appro.pnate unde~lymg 
fo.rm for each morpheme considered ind1V1dually .a~d not be tied to.a part1c~lar 
context for all morphemes of a given class. This 1s true ~or a fairly obv10us 
reason. The underlying representation of a morpheme will appear un~ltered 
only in some environments. There is no reason to expect tha~ there will be a 
single environment in which all morphemes of a given class will be unaffected 

by a given morphophonemic rule. . . 
All of the principles under the heading (B) attempt to restnct the ass1gn~ent 

of an underlying value for alternating phonetic features .. They do this ?Y 
claiming that certain surface alternants of a morpheme w1l~ be accurate m­
dicators of what the UR of the morpheme is. A somewhat ?~fferent approach 
to the problem of constraining URs is provided by the cond1t1on on grammars 

expressed as (C). 

(C) The u R of a morpheme includes those variant and invariant ~honetfc prop­
erties that are idiosyncratic. But all of the variant prope~tzes a~szgned to 
the UR must occur together in at least one phonetic man!(estatwn of the 
morpheme. This manifestation can be referred to as the basic alternant. 

(C) leaves us greater freedom to select the appropriate UR for any morphe~e 
than the various conditions under (B) allowed. In deciding which value to assign 
to the underlying structure of an alternating phonetic feature, we are. ~ot 
limited to any particular form or forms of the morphe~: nor does a dec1s1on 
about the UR of one morpheme commit us to a dec1s10n about any other 

morpheme. 
Nevertheless, (C) is a strong restriction on URs and seems to have b~en 

followed by a number of linguists in the past (see McCawley, 1967). «?)claims 
that if there are two or more alternating phonetic features, the choice of.an 
underlying value for one of these features will.restrict the choice of an underlymg 
value for all the other alternating features, smce there must be at I.east one PR 
that directly manifests ALL the underlying values o~ ~hese alternating features. 

What remain as counterexamples to the (B) cond1t10ns can be accounted for 
by (C). For example, for the Pengo data (~) a~lows the form of the ver? root 
that appears in the past tense as underlying m gu: h-a, gu: s-t-an, while the 
imperative may be selected as the basic alternant in the case of tu: b-a, tu :p-t-an. 
Similarly the basic alternant for xlep , xleb-u in the Russian example ~ay be 

' ffi h.I f ' / t l · (C) permits the the one appearing before a case su x, w 1 e .or sto , s a -u 
unaffixed allomorph to be identified as the basic alternan.t. . 

There are, nevertheless, severe problems with (C). For instance, 1t acco~~ts 
for the Russian data presented in the preceding pages of this .cha~ter by pos~t~ng 
as underlying the suffixed allomorph for noun roots manifesting the v01cmg 
alternation, while positing the unsuffixed alternant for end stresse~ nouns that 
exhibit the neutralization of the /o/ versus /a/ contrast. But there 1s no reason 
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not to expect both of these alternations to occur in the same noun root. If they 
do, then (C) will not permit us to posit the maximally general UR- the UR 
that can be converted into the correct surface alternants by the rules of final 
devoicing and unstressed /o/---+ a. Morphemes having these properties 
include pirok, pirag-ci 'pie', and sapok, sapag-ci 'boot'. In all forms of the para­
digm except for the nom. and acc. sg., the accent is on the final syllable, inducing 
a change of the root vowel /o/ to a. But in the nom. and acc. sg., where the under­
lying /o/ shows up phonetically, the root is unsuffixed, so that the underlying /g/ 
is devoiced on the surface level. Thus, if we follow (C) in constructing the UR 
for 'boot', we must resort to arbitrary, nonphonetic information in order to 
describe its phonological behavior. On the other hand, if we do not require that 
all of the underlying values for alternating features appear in one basic alternant, 
we can assign this morpheme the UR /sapog/ , and the correct phonetic alter­
nants will be generated by the independently needed rules of final devoicing and 
unstressed /o/ neutralization. 

Similarly, the Tonkawa data discussed earlier with respect to (A') provide 
insuperable difficulties for (C) as well as for all of the (B) conditions. Recall that 
Tonkawa verb roots such as 'hoe', 'lick', and 'cut' were argued to have the 
URs /notoxo/ , /netale/ , and /picena/ respectively. Many similar verbs exist in 
the language. The vowels in these verbs all alternate with~· Furthermore, it is 
a fact that there are no surface realizations where ALL three vowels of one 
morpheme are pronounced. There is always at least one (and sometimes two) 
of the vowels subject to a deletion rule, regardless of the context. Consequently, 
to maintain that (C) is an appropriate condition on the grammar of Tonkawa 
would require URs to be set up for these verb roots where at least one of the 
vowels is omitted. But it will be totally arbitary which vowel is omitted, and in 
any case nonphonetic information will be required in order to insert the omitted 
vowel in the PRs where it occurs. 

Finally, Yawelmani verbal roots with the phonetic alternants CV: CiC- and 
CVCC- could not be assigned the underlying representation CV: CC-, since 
distinctive length only appears when i, which we argued to be inserted and not 
part of the UR, is present. Condition (C) would require setting up one of the 
surface alternants as the UR, with the accompanying complications discussed 
earlier. 

The preceding examples show that (C) is too restrictive a condition, since it 
bars a number of (internally) motivated analyses. How might (C) be modified 
so as to accommodate these examples, but at the same time impose significant 
restrictions on URs? (D) provides a possible approach to the problem. 

(D) The UR of a morpheme includes all those variant and invariant phonetic 
properties that are idiosyncratic. Given a morpheme with the underlying 
shape /P/i, / P/ i, ... /P/ n, there must be a [P]i (where [P]i is one of the phonetic 
realizations of /P/i) such that [P)i contains all of the feature specifications 
of /Pfj· 
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(D) requires that all of the underlying specifications of variant features as well 
as of idiosyncratic invariant features for any segment must occur together in a 
single phonetic realization of that segment. This condition resembles (C) except 
that it is narrowed in scope, applying just to the relationship between underlying 
segments and their phonetic reflexes, as opposed to the relationship between 
the entire UR of a morpheme and its associated PRs. Hence, (D) is less restrictive 
than (C) in that it permits one segment in the UR to be revealed in one PR and 
another segment in some other PR. At the same time it imposes a relatively 
strong limitation on U Rs by requiring that each segment in an UR be more or 
less directly manifested on the surface. 

Condition (D) permits the appropriate UR for 'boot' in Russian- namely, 
/sapog/. The segment /o/ appears in the phonetic form sap6k, while the /g/ 
appears in the phonetic form sapag-a. Since (D) requires only that each under­
lying element surface directly in one phonetic alternant and not that all of the 
segments be manifested in the SAME phonetic alternant, /sapog/ is an acceptable 
UR as far as (D) is concerned. Similarly, (D) allows the UR /picena/ for 'cut' 
in Tonkawa, since each of the sounds in this UR appears in at least one of the 
surface forms of the morpheme (though there is no surface alternant where all 

the sounds are pronounced). 
Although (D) permits appropriate descriptions of all the language data so 

far discussed in this chapter, it still seems too restrictive. If (D) were accepted 
as an absolute condition on grammars, what appear to be well-motivated 
analyses would be disallowed. One such example is developed in considerable 

detail below. 
In Yawelmani, only three long vowels occur (in general) in surface structure, 

whereas five short vowels occur. 

(41) Yawelmani long vowels 
Yawelmani short vowels 

e: a: o: 
e a o u 

Of the five short vowels, only four are clearly underlying sounds; the vowel e 
is a surface variant of the Jong vowel e:, arising from the rule of vowel shortening 
discussed earlier-see. me: k' -al 'might swallow', but mek'-hin, 'swallows'. (See 
the following discussion for additional information regarding the vowel /e/ .) 

In many languages, long and short vowels occur 'paired'; that is, for any 
given short vowel there is a corresponding long vowel structurally parallel to 
it (though not necessarily of precisely the same quality). At first glance, 
Yawelmani appears to have an asymmetric vowel system, since the three 
surface long vowels e:, a:, and o: do not pair neatly with the four underlying 
short vowels. What we propose to do here is to present a substantial amount 
of evidence supporting the claim that the underlying long vowel system in 
Yawelmani is i: , a:, o:, and u:. We will argue that surface e: derives from 
underlying i:, while surface o: has its source in two different underlying seg­
ments, o: and u:. Postulating underlying i: and u: will be shown to violate (D), 
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since most morphemes containing an underlying i: or u: do not have surface 
realizations where these segments appear in an unaltered form. An underlying 
i: may appear on the surface as e:, e, i, o:, or o (as the consequence of various 
phonological and morphological rules of the language), but generally not as i:. 
An underlying u: may appear on the surface as o :, o, or u, but generally not as 
u:. Those morphemes where underlying i : and u: never appear as such violate 
(D). 

Let us refer to the proposed analysis ofYawelmani that postulates underlying 
high long vowels as the "abstract" analysis. The first set of data supporting the 
abstract analysis involves the phenomenon of vowel harmony, which occurs 
extensively in Yawelmani. Examination of verb roots and suffixes containing 
underlying short vowels provides considerable evidence for a rule of vowel 
harmony of the following form. 

(42) 
vowel harmony 

Verbally stated, this rule claims that a vowel will become rounded and back if 
it is preceded by a rounded vowel of the same height within the word. 

Alternations such as those listed below support this rule. 

(43) nonfuture 
nonfuture passive precative dubitative gloss 

xat-hin xat-it xat-xa xat-al 'eat' 
xil-hin xii-it xil-xa xii-al 'tangle' 
bok'-hin bok'-it bok'-xo bok'-o/ 'find' 
dub-hun dub-ut dub-xa dub-al 'lead by hand' 
max-hin max-it max-xa max-al 'procure' 
giy'-hin giy'-it giy'-xa giy'-a/ 'touch' 
k'o ?-hin k'o?-it k'o?-xo k'o ?.o/ 'throw' 
hud-hun hud-ut hud-xa hud-al 'recognize' 

With one exception, there are no nonalternating suffixes in Yawelmani. Suffixes 
containing a high vowel, like -hin/-hun, have the unrounded variant following 
the vowels i, a, or o, whereas the rounded variant appears after u. Suffixes con­
taining a nonhigh vowel, like -xa/-xo, exhibit the unrounded variant after i, a, or 
u, whereas the rounded variant appears after o. These facts can be accounted 
for nicely if we assume that the high vowel suffixes have an underlying i and 
the low vowel suffixes have a underlying a, and the rule of vowel harmony 
rounds a vowel that is preceded by a rounded vowel of the same height. Thus i 
will harmonize with a preceding u while a will harmonize with a preceding o. 
(It should be pointed out that e(:) and o(:) in Yawelmani a re phonetically 
[£(:)]and [::i(: )].) 
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Let us consider now verb roots containing long vowels in the underlying 
structures. These long vowels may, of course, appear shortened on the surface 
as a result of vowel shortening as discussed earlier. 

(44) non future 
nonfuture passive precative dubitative gloss 

$ap-hin ,ra:p-it $ap-xa $a:p-al 'burn' 

mek'-hin me:k'-it mek'-xa me :k'-al 'swallow' 

dos-hin do :s-it dos-xo do :s-ol 'report' 

c'om-hun c'o:m-ut c'om-xa c'o:m-al 'destroy' 

These examples obviously present obstacles to our rule of vowel harmony, as 
formulated earlier. In particular, the root c' o: m- 'destroy' reveals a discrepancy 
when it is compared with do: s- 'report'. Both of these roots contain the vowel 
o: on the surface level (which is shortened to o when a consonant cluster 
follows). Vowel harmony predicts that a suffix containing the vowel i will not 
change to u after a nonhigh rounded vowel, while a suffix containing a will 
change to o. Examination of the data reveals that do: s- behaves as expected: 
We find do:s-it and do:s-ol. c'o:m- poses a problem. Surprisingly, an i vowel 
after this root is changed to u, while an a vowel remains unaffected: c'o: m-ut, 
but c'o: m-al. do: s- and c'o: m- are not isolated examples. 

(45) wo: n-ol 'might hide' won-hin 'hides' 

sonl-ol 'might pack on back' so: nil-hin 'packs on back' 

hotn-ol 'might take the scent' ho: tin-hin 'takes the scent' 

versus 

$O:g-a[ 'might pull out a cork' $Og-hun 'pulls out a cork' 

WO ?y-a[ 'might fall asleep' wo: ?uy-hun 'falls asleep' 

doll-al 'might climb' do: lul-hun 'climbs' 

(A number of these roots have the underlying structure CV: CC- and are 
subject to the rule of vowel epenthesis when followed by a consonant-initial 
suffix. The epenthetic i vowel undergoes vowel harmony, supporting the hypo­
thesis that epenthesis must precede harmony.) 

It is very simple to characterize the behavior of a root like c'o: m-; it behaves 
as though it contains a high rounded vowel and not a non-high rounded vowel. 
do: s-, on the other hand, behaves like a root containing a nonhigh rounded 
vowel. This difference in behavior can be readily accounted for if surface o: 
is derived from two different underlying vowels, u: and o:. For then one would 
posit the UR /c'u: m/ 'destroy' but /do : s/ 'report'. Given a UR like /c'u: m/, 
it would be necessary to include in the grammar a rule of vowel lowering that 
would have the effect of lowering u: too :. Since u: does not generally occur 
in the language, the rule of vowel lowering would not have to be restricted 
contextually at all. All u: vowels would be lowered. (Actually, we will generalize 
vowel lowering so that it lowers i: to e: as well as u: to o: .) 
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The derivation of c'om-hun versus c'om-xa is given in (46). 

(46) /c'u:m-hin/ /c'u:m-xa/ 
c'u: m-hun inapplicable 
c'o:m-hun 
c'om-hun 

c'o:m-xa 
c'om-xa 

vowel harmony 
vowel lowering 
vowel shortening 
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It is crucial that vowel harmony precede vowel lowering ; if lowering were to 
apply first, incorrect derivations would result. 

(47) /c'u: m-hin/ /c'u: m-xa/ 
c'o:m-hin c'o:m-xa 
inapplicable c'o: m-xo 

*c'om-hin *c'om-xo 

vowel lowering 
vowel harmony 
vowel shortening 

It is also crucial that vowel lowering precede vowel shortening; otherwise the 
following incorrect derivations would result. 

( 48) /c'u: m-hin/ /c'u: m-xa/ 
c'u: m-hun inapplicable 

*c'um-hun 
inapplicable 

*c'um-xa 
inapplicable 

vowel harmony 
vowel shortening 
vowel lowering 

Vowel lowering would not apply to an intermediate representation like 
/c'um-hun/ or /c'um-xa/ since only Jong high vowels lower, not short high vowels 
(cf., hud-hun 'recognizes', not *hod-hon). 

Vowel harmony, then, furnishes a certain amount of evidence for deriving 
some surface o: vowels from underlying u:. Other surface o: vowels are derived 
from underlying o:. Vowel harmony also provides evidence for deriving surface 
e: and its variant e from underlying i:. Consider, for instance, the behavior of 
the future suffix in the data below. 

( 49) ?ayy-en 'will pole a boat' 
?edl-en 'will get hungry' 
bok' -en 'will find' 

c'o:m-on 
t'uyt'uy-on 
wo?y-on 

'will devour' 
'will shoot repeatedly' 
'will fall asleep' 

Notice that the future suffix, which always appears in word-final position, has 
two surface alternants: -en and -on. This variation would certainly appear to 
be the consequence of the vowel harmony rule. But given that e is a nonhigh 
vowel, one would expect it to appear rounded after nonhigh rounded vowels 
and remain unrounded after high rounded vowels. This is not what happens, 
however. bok'-en shows that the vowel of the future suffix fails to round after 
a nonhigh rounded vowel. t'uyt'uy-on indicates that this suffix does harmonize 
with a high rounded vowel. The -on variant also occurs in examples like c' o: m-on 
and wo ?y-on; we have already seen that these roots have an underlying u: 
(/c'u: m/ and /wu: ?y/). 

While the future suffix appears to exhibit a strange pattern of behavior, a 
simple explanation is still possible-if we admit i: as an underlying vowel in 
Yawelmani. Recall that e is clearly derived from the vowel e: in most instances 
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via the rule of vowel shortening (which operates in the context 

_c {~}). 
If e: is derived from underlying i:, then the underlying representa tion of the 
future suffix will be /i : n/. Given this underlying form, the surface realizations 
of this morpheme will follow automatically from the rules a lready discussed. 

(50) / bok'-i :n/ /c'u:m-i:n/ 
inapplicable c'u : m-u: n vowel harmony 
bok' -e: n c' o: m-o: n vowel lowering 
bok'-en c' o: m-on vowel shortening 

The morphophonemic behavior of the future suffix can be accounted for by 
independently motivated rules only if i: is admitted as an underlying vowel in 
Yawelmani. 

There are a few other morphemes whose vowel harmony pattern suggests 
that e: should be derived from an underlying high vowel. Compare moyo ?n-e: -
'make tired' (cf., /mo : yn/ 'be tired') with hubu ?$-O : - 'make choose' (cf., /hub$/ 
'choose'). Causative verbs can be constructed in Yawelmani (in some, but not 
all, cases) by suffixing the vowel -e :- to the verb root. The root itself is modified 
in the process, but this modification is not relevant here. The crucial point is 
that the causative suffix -e :- is subject to vowel harmony . It does not, however, 
harmonize after a nonhigh rounded vowel (cf., moyo'n-e: -), rather it harmonizes 
after a high rounded vowel (cf., hubu ?$-O: -). This behavior can be readily 
accounted for if the causative suffix has an underlying i: vowel, but not otherwise. 

We have shown so far that the rule of vowel harmony can account for all the 
alternations between unrounded and rounded vowels, but only if surface e: ( ~ e) 
is derived from i: and some surface o: ( ~ o) vowels derive from u: . Let us turn 
now to additional data, unrelated to vowel harmony, that support our "abstract" 
analysis. 

The structure of verb roots in Yawelmani is highly restricted. There are two 
basic types: monosyllabic and disyllabic roots. Monosyllabic roots have the 
structure CV(: )C(C). That is, they all begin with one and only one consonant, 
which is followed by a vowel that may be long or short, which in turn is followed 
by at least one and possibly two consonants. The disyllabic roots require closer 
scrutiny. Examples are given in (51). 

(51) dubitative nonfuture gloss 

p'axa: t'-al p'axat'-hin 'mourn' 

hiwe: t-al hiwet-hin 'walk' 
?opo: t-ol ?opot-hin 'arise from bed' 
~udo:k'-al ~udok'-hun 'remove' 
pana-1 pana:-hin 'arrive' 

?i/e-1 ?i/e :-hin 'fan' 
hoyo-1 hoyo:-hin 'name' 

c'uyo-1 c'uyo:-hun 'urinate' 

THE ABSTRACTNESS OF UNDERLYING REPRESENTATIONS 39 

All of the above roots can be analyzed as having the basic structure 
CVCV: (C)-. The long vowel in these roots is shortened in the context 

_c{~} 
by vowel shortening. In the case of a root like / ?opo: t/, this shortening occurs 
when a consonant-initial suffix is added. In the case of a root like /hoyo :/ this 
shortening occurs as a consequence of another rule that elides the initial vowel 
of the dubitative suffix -al when preceded by a vowel. When the suffixal vowel 
is deleted in /hoyo : -al/, the final vowel of the root precedes a word-final con­
sonant and thus shortens. 

An examination of all disyllabic verb roots demonstrates that only FOUR 

combinations of vowels occur in such roots: (a) CaCa: (C)-, (b) CiCe: (C)-, 
(c) CoCo:(C)-, and (d) CuCo:(C)-. Note that the (a) and (c) patterns can be 
characterized very simply: The first and the second vowels have the same 
quality, but the first is short while the second is long. The (b) and (d) patterns 
do not fit this description on the surface level, but if we adopt the abstract 
analysis then they too can be explained by the same generalization. If e: derives 
from underlying i:, then the (b) pattern is really Ci Ci: (C)- at the underlying 
level. The two vowels do have the same quality underlyingly. Similarly, if surface 
o: comes from either basic o: or basic u:, then the ( d) pattern can be set up as 
CuCu:(C)- in its underlying structure. All disyllabic roots now have the struc­
ture CV 1CV1 : (C)- at the underlying level. 

This analysis of disyllabic roots is supported by the observation that roots 
of type (c) and (d) exhibit quite different behavior with respect to vowel harmony. 
The final o: of CoCo: (C)- type roots behaves like nonhigh vowels, yielding 
forms such as ?opo: t-ol and ?opot-hin, whereas the final o: of CuCo : (C)- type 
roots behaves like a high vowel, yielding forms such as sudo: k'-al and sudok' -hun. 
If CoCo: (C)- type roots have this same shape in th~ir underlying ;tructure, it 
follows that they will induce following nonhigh vowels only to harmonize but 
not affect high vowels. On the other hand, if CuCo: (C)- type roots are derived 
from underlying representations of the form CuCu:(C)-, it follows that 
they will induce following high vowels to harmonize but not affect nonhigh 
vowels. 

The evidence provided by disyllabic roots for the "abstract" analysis is 
actually more persuasive than one might think. We have indicated so far that 
there are just four types of disyllabic verb roots in the language, and that these 
four types can be subsumed under one generalization ifthe "abstract" analysis is 
accepted. Furthermore, the way in which the vowel of the suffix harmonizes with 
the vowel of the root supports the underlying structure proposed. ,We can 
reinforce these arguments further, however, because of the intricate nature of 
Yawelmani morphology. Although verb roots may either be of the shape 
CV(: )C(C)- or CV 1CV1 : (C)- in their underlying structure, there are a variety 
of suffixes in the language which require a preceding root to assume a particular 
shape. In particular, there are some suffixes that require that all verb roots 
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become disyllabic. The following chart illustrates the manner in which various 
verb roots are altered to a disyllabic pattern. 

(52) verb root disyllabic stem shape gloss 

giy'- giy'e:- 'touch' 

hud- hudo:- 'recognize' 

bok'- bok'o:- 'find' 

xat- xata:- 'eat' 

/o:k'- /ok'o:- 'strike' 

c'o:m- c'umo:- 'destroy' 

me :k'- mik'e:- 'swallow' 

?ilk- ?i/e:k- 'sing' 

/uk'l- luk'o:l- 'bury' 

/own- lowo:n- 'attend a feast' 

do: 11- du/o:l- 'climb' 
mo:yn- moyo:n- 'get tired' 

For instance, the noun-forming suffix -iwse: l- requires that a preceding verb 
root be transformed into a disyllabic stem shape. The verb luk'l- 'bury' thus 
appears in the shape Luk' o: l- in the noun stem Luk' o: l-uwso: l- 'cemetery 
(literally, place for burying one another)'. The verb root !own- 'attend a feast' 
appears in the shape lowo: n- in the noun stem lowo: n-iwse: l- ' place where they 
attend one another's feast'. The noun-forming suffix -hne: l- also requires that 
a preceding verb root be transformed into a disyllabic stem shape. The verb 
root c'o: m- 'destroy' (which has already been shown to behave as though it 
contains a high rounded vowel) assumes the disyllabic stem shape c'umo: - in 
the noun stem c'umo-hno: l- 'place of x's being destroyed'. The verb root 
fo: k'- 'strike' (which triggers the kind of harmony that one would expect from 
a nonhigh rounded vowel) assumes the disyllabic stem shape fok' o: - in the noun 
stem tok'o-hne:l- 'place that was struck'. Note that in the preceding two 
examples, the initial consonant cluster of -hne: /- induces the shortening of the 
final vowel of the disyllabic stem. 

Let us consider now the significance of the data just introduced. First of all, 
it can be readily observed that the disyllabic stems in (52) once again fall into 
the four patterns observed earlier. Secondly, there is a systematic correlation 
between the vowel of the underlying verb root and the disyllabic shape that 
this verb root assumes. For example, all verbs that have a short i vowel in their 
underlying representation (e.g., giy'- 'touch' and ?ilk- 'sing') assume the di­
syllabic pattern CiCe :(C)-. Similarly, all verbs that have a short u vowel in 
their underlying representation (e.g., hud- 'recognize' and luk'l- 'bury') assume 
the disyllabic pattern CuCo: (C)-. Furthermore, all verb roots that have a long 
o: vowel that behaves like a high vowel with respect to vowel harmony (e.g. , 
c'o:m- 'destroy' and do:/!- 'climb') assume the disyllabic pattern CuCo:(C)­
as well. In contrast, roots that have a short o vowel (e.g., bok'- 'find' and /own­
'attend a feast') or a long o: that behaves like a nonhigh vowel with respect to 
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vowel harmony (e.g., fo: k'- 'strike' and mo:yn- 'get tired') assume the disyllabic 
stem pattern CoCo: (C)-. 

Given the "abstract" analysis ofYawelmani proposed here the formation of 
the disyllabic s_tem in (52) from the underlying verb root is entirely straight­
forward. One simply takes the underlying vowel of the root and uses it in both 
vowel slots in the disyllabic formula CV 1CV1 : (C), maintaining at the same 
time the original consonantal structure. For example, the root giy'- will become 
gi!'i: -, ~he root hud- will become hudu: -, and so on. The rule of vowel lowering 
will denve the correct surface form diy'e:- and hudo:-. Similarly, Luk'/- will be 
altered to luk'u: l- whereas !own- will be altered to lowo: n-; vowel lowering will 
lower the u: of luk'u: l-, but only after vowel harmony operates. The derivation 
of luk' o: l-uwso: l- will thus be as follows. 

(53) luk'l-iwsi: 1-/ 
luk'u: l-iwsi: 1-
/uk'u: 1-uwsu: l­
/uk' o: 1-uwso: l-

morphological rule that produces the disyllabic stem 
vowel harmony 
vowel lowering 

It should ~e poi~ted out here that the fact that a root like c'o:m- 'destroy' 
adopts the d1syllab1c shape c'umo: - strongly confirms the proposal that this 
root has the UR /c'u: m/. For we now have two totally independent reasons for 
assuming this underlying representation: (1) the kind of vowel harmony that 
c'o: m- induces and (2) the disyllabic stem shape that it assumes. 

The existence of suffixes that require that a preceding verb root adopt the 
pattern C'"'.'C(C)- provides yet more evidence for the "abstract" analysis of 
Yawelmam vowels. The following chart illustrates how various underlying verb 
roots are transformed so as to fit into the required stem shape. 

(54) verb root CVC(C)- stem shape gloss 

me:k'- mik' 'swallow' 
do:s- dos- 'report' 
c'o:m- c'um- 'destroy' 
wa:xl- wax/- 'weep' 
$e:n/'- $in!'- 'smell' 
wo?y- wu?y- 'fall asleep' 
c'uyo:- c'uy- 'urinate' 
hoyo:- hoy- 'name' 
?i/e :- ?i/- 'fan' 

For example:, the causative suffix -a : la:- requires that a preceding verb root 
ad.o~t .the ~~C(C)- s~em pattern. The root me: k'- 'swallow' assumes the shape 
mzk - m mik-a:la:- make swallow'. The root c'o:m- 'destroy' (which would 
?ave an underlying u:, given the "abstract" analysis) assumes the shape c'um­
m c'um-a: la:- 'make destroy", while the root do: s- 'report' (which would have 
an underlying o :) has the shape dos- in dos-a: la: - 'make report'. These examples 
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illustrate very clearly that when an underlying long vowel is shortened so as 
to conform to the CVC(C)- stem pattern, surface e: is shortened to i and surface 

0
: is shortened to either u or o. There is, however, a definite pattern to the 

shortening of o :. Those surface o: vowels that act like high vowels with resp~ct 
to vowel harmony shorten to u, while those surface o: vowels that behave hke 
nonhigh vowels with respect to vowel harmony shorten to o. This_ pattern 
follows automatically from the "abstract" analysis, ifJt is the underl~mg (and 
not the surface) vowel that is shortened to form the CVC(C)- stem. Given URs 
like /mi:k'/ , /c'u:m/, and /do:s/, the correct CV(C)- stems will result if we 
simply shorten the underlying long vowel of these roots. 

If the "abstract" analysis of Yawelmani is accepted, the stem shapes that 
are required by various suffixes in the language c~n all be seen to involve a 
crucial shortening or lengthening of the underlymg root vowel. (In some 
instances other changes are involved as well- vowel replacements, consona~tal 
increments, etc.) Limitations of space require that we forego further 1llustrat10n 
of this general point. It should be noted, however, that all of the stem forms 
not discussed here agree perfectly with the "abstract" analysis. 

We mentioned earlier than the long vowels i: and u: do not generally occur 
in Yawelmani phonetic representations. One exception to this statement 
results from a contraction of iw to i: and of uw to u : in certain instances of these 
sequences (but not all). These surface i: and u: vowels are. not subject to ~he 
proposed rule of vowel lowering. We could account for th1~ fact b~ ordenng 
vowel lowering be/ ore the contraction rule that produces 1: from zw and u: 
from uw. There is, however, a second exception to the statement that i: and u : 
do not occur phonetically. Consider the following data. 

(55) verb root causative stem gloss 

di?~- di?i:s-e:- 'make, repair' 

?ugn- ?ugu : n-o:- 'drink' 

be:wn- biwi:n-e :- ~sew' 

mo:yn- moyo:n-e:- 'get tired' 

p'axa:t'- p'axa:t'-e:- 'mourn' 

The causative stem illustrated in (55) occurs only with verb roots that possess 
three consonants in their underlying representation. In these cases, a short 
vowel appears between the first two con~onants and a_ ~?ng vowe~ of t~?~ _s~~~ 
quality appears between the second and thtrd. The long 1. ma formhke dz z. s. e. 
and the long u: in a form like ?ugu: n-o: - do not undergo vo:vel lowenng. 
Whereas long high vowels in other stem formations are s~bjec: to vowel 
lowering, the causative stem as exemplified must somehow av01d this rule. 

Because of the existence of causative stems like di?i:s-e:- and ?ugu:n-o : -, 
it cannot be said that the "abstract" analysis of Yawelmani involves postulating 
vowels that never occur in the language. Long, high vowels do occur. Never-
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theless, the "abstract" analysis violates (D). An underlying form such as 
/c'u: m/ has various surface realizations: c'o: m-, c'om-, c'um-, c'umo : -, etc. All 
of the phonetic features of the underlying u: (namely, [ + syll, + high, +long, 
+round]) are manifested in the various surface forms of this morpheme. But 
it is not the case that all of the features of u: are found together in a single 
surface reflex of this underlying segment. u: never occurs as a surface realization 
of the underlying u:. 

Consequently, ifthe "abstract" analysis of Yawelmani is an appropriate one 
(~nd ~n the basi.s of internal evidence it seems to be), then (D) must be rejected, 
smce it would disallow this analysis of Yawelmani vowels. Yawelmani is some­
what unique in terms of the AMOUNT of evidence that can be marshalled in favor 
of an abstract analysis that violates (D). There are, however, other cases where 
there is a certain amount of evidence in favor of analyses that violate this 
condition. 

In the main dialect of Pengo examined in Burrow (1970) all obstruents occur 
in voiced/voiceless pairs: b/p, d/t, z/s, <f/!,}/c, g/k. We will refer to this as dialect 
A. There are certain other dialects of Pengo that substitute j for the z of dialect 
A. Thus these dia~ects (call them the B dialects) lack a voiced z phonetically, 
although they retam the voiceless s. As will be seen below, there is evidence that 
B dialects_have undergo~e a sound change whereby z has been replaced by j. 
The prmc1pal phonological consequence of the z > j change on the internal 
structure of the B dialects is that there are two morphophonemically distinct 
surface j sounds. 

.The discussion of Pengo earlier in this chapter noted that the language con­
tams a rule of voicing assimilation. For example, the root uj-, 'suck', has the 
past tense stem uc-c- in both the A and B dialects as a consequence of this 
voicing assimilation process. In dialect A there is another root noz- 'wash' 
which has the past stem nos-t-; in dialect B this root is noj-, but it als~ has th~ 
past stem nos-t-. Thus, some roots in dialect B ending in j devoice to c while 
others devoice to s. The roots that devoice to s are precisely the ones that are 
pronounced as z in dialect A. 
. Giv~n the distinct morphophonemic behavior of the j of uj- and that of noj ­
m B dialects, we must incorporate sufficient apparatus to account for the dif­
ference between uc-c (clearly from uj-t-) and nos-t- (from ?) into the grammar 
of Pengo. We might of course mark noj- as distinct in that it undergoes a special 
c ---4 s rule: thus, noj-t- would first become noc-t- by voice assimilation then 
nos-t- by the special rule. Alternatively, specially marked j's could be shifted 
to s directly before voiceless consonants. But in either analysis this additional 
rule would be limited to specially marked forms, since the j of uj- must not 
become s in the past stem. 

There. is an o.bvious alternative solution to the problem of the morpho­
phone~1c behav10r of noj-: One could assign to it, and other roots like it, the 
underlying structure /noz/ . All that would then be required is to posit a rule 
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z-------+ j, applied after voice assimilation. We would then obtain derivations 
like the following . 

(56) /noz-a/ /uj-a/ /noz-t-/ /uj-t-/ 
nos-t- uc-t- voice assimilation 

noj-a z-j 
uc-c- other 

This analysis posits an underlying element /z/ that does not actually appear 
phonetically as z: its underlying voicing is apparent in the no)- alternant, its 
underlying continuant character in the alternant nos-. But there is no alternant 
in the B dialects where it appears phonetically both voiced and a continuant. 
Notice that this analysis also provides the B dialects with a symmetrical under­
lying system where each obstruent appears both voiced and voiceless. The 
imbalance in the system-the Jack of a z phonetically-is treated simply as a 
phonetic gap not a phonological one. 

Additional morphophonemic evidence in favor of the proposed analysis is 
that Pengo verb roots fall into two classes, A and B. A verbs induce a devoicing 
of an immediately following voiced consonant, while B verbs do not. Vowel­
final roots may belong to either type. In A dialects, the gerund suffix is -zi for 
B verbs, but -hi < -si (as above) for A verbs, yielding, a: zi (root a:- 'be'), 
o:-zi (root o:- 'take away'), va:-zi (root va:- 'come'), but ka:-hi (root ka:­
'watch'), rjo-hi (root rjo- 'pick'), ro-hi (root ro- 'jump'). In B dialects, however, 
-zi has been replaced by -Ji. If -Ji were the underlying gerund suffix in these dia­
lects, it would have to be converted to -si (> -hi); our independently motivated 
rule however, simply devoices a voiced obstruent after a type A verb. Thus, 
*-ci would be the expected form of the gerund suffix after A verbs. If we posit 
-zi as the underlying form- in B as well as in A dialects- then the general 
devoicing of consonants after A roots will yield the correct -si (ultimately -hi). 
The rule· z - j will apply after this devoicing rule. The required derivations 
are as follows. 

(57) /a:-zi/ (B root) 

a:-ji 

/ka :-zi/ (A root) 
ka: -si 

ka:-hi 

devoicing 
z- J 
s-h 

Another case where an analysis that violates (D) appears to be internally 
motivated is provided by Huamelultec Chontal, a Hokan language (Water­
house, 1949). In this language 3rd sg. verbal forms have no overt affix marking 
person and number. However, stems that ordinarily begin with an alveolar 
consonant assume a special shape in the 3rd sg. form that begins with the 

. corresponding alveopalatal consonant. Stems that do not have an initial alveolar 
have the same form in the 3rd sg. as in other verbal forms. Some examples of 
the a lternation are as· follows. 
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(58) ceepa ya? ' I went' ceepa 'he went' 
simpaya? 'I saw' simpa 'he saw' 
lo ?pa ya? ' I moved it' /Yo ?pa 'he moved it' 
tepa ya? 'I bit it' tYepa 'he bit it' 
n'apaya? 'I bought it' ii'apa 'he bought it' 
napaya? 'I hit' iiapa 'he hit' 
/oopa ya? ' I played' /Yoopa ' he played' 

Th~s~ .alternations can be readily accounted for by a rule that converts a 
stem-m1t1al alveolar to the corresponding alveopalatal when the verb is in the 
3rd sing. It is of some interest that there is a rule in Huamelultec Chontal that 
effects a parallel change of alveolars to alveopalatals after a high vowel or y. 
However, to our knowledge there is no independent evidence in this dialect that 
would warrant positing a 3rd sg. prefix containing a high vowel or y which 
could serve to co~dition the observed changes. Consequently, we will ~ssume 
that a morpholog1cally conditioned rule is adequate to account for the appear­
ance of the alveopalatal consonant in 3rd sg. forms. 

Waterhouse (1949) n?tes an additional complication with respect to 3rd sg. 
verb~! forms that has direct relevance to (D). Although the affricate c and the 
contmuant s are contrastive in the speech of older speakers of the language 
(cf'.' acal~? 'egg white' a~d asa!a? 'wings'), younger speakers are gradually 
losmg t?1s contrast, replacmg c bys. The degree to which c had merged withs 
at the time of Waterhouse's description varied from speaker to speaker. F or 
some the merger was complete-s always occurred instead of the c of the older 
~peakers. For others the merger was partial, but with s most likely to replace c 
1?.frequently used words. Despite this variation speakers consistently employed 
c m ~~e 3rd sg. forms of verbs with initial c (in the speech of older people) 
and s m the 3rd sg. forms of verbs with initial s (in the speech of both older 
an~ younger speakers.' Morphophonemically, then, the s of younger speakers, 
denved from an earlier form c, behaves differently from the s that derives 
from an earlier s. ~or younger speakers who have completely replaced c by s 
we find the followmg pattern of alternation of stem-initial alveolars. 

(59) other persons 3rd singular 

n 
I 

t' 
ii 
)Y 

I' 
c 
s 

One explanation would assume that even younger speakers who never 
pronou~ce c (always ~erging it withs) nevertheless maintain a c/s contrast in 
under!ymg representat10ns; the rule that palatalizes stem-initial alveolars in 
3rd sg. forms operates in terms of this underlying contrast, not in terms of 
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surface pronunciation. This underlying c would palatalize as c, whereas 
underlying s would palatalize as s. A rule would then be required that shifts 
c to s unconditionally (but in dialects where the merger is not complete, this 
rule would perhaps have to be viewed as lexically determined- only certain 

words would undergo it). 
While this analysis is not, to our knowledge, motivated by any facts of the 

language other than those observed above, it does not appear unreasonable, 
given that speakers who merge c and s are exposed to speakers who maintain 
the contrast. As long as there are speakers who preserve this postulated under­
lying contrast as a phonetic contrast, the analysis does not seem particularly 
abstract. It does, however, violate (D), since underlying /c/ is (in at least some 
cases) realized as /s/ or as /c/, but never as /c/. The underlying features of 
/c/-an alveolar affricate- never occur together: The alveolar place of articu­
lation is realized in the s phonetic variant, the affricate manner of articulation 

in the c phonetic variant. 
This particular example of a possible counterexample to (D) is probably 

more typical than, say, the Yawelmani example. The evidence in favor of 
the postulation of /c/ in those dialects where c does not occur phonetically 
is provided essentially by a single phenomenon- the fact that some surface s 
sounds palatalize as c rather than s. This evidence seems sufficient, given that 
there are speakers who do pronounce e's in the relevant forms. But it would 
seem that eventually there could be a situation where all speakers merge c 
with s, while preserving a contrast between c and s in the 3rd sg. forms. In 
this situation the evidence for the abstract c/s contrast would be limited to 
just one phenomenon. Is that a sufficient basis for positing an underlying 
contrast? This is, of course, the crucial problem that arises if it is accepted 
that the extent to which underlying forms may depart from surface forms is 
not regulated by a restriction like (D). How much evidence is necessary to 
warrant a representation that deviates significantly from surface forms? In 
supporting abstract representations we have discussed examples where the 
internal evidence was fairly extensive; the Huamelultec Chontal example, 

however, is more typical. 
If we abandon (D) as unduly restrictive, in its precluding internally well-

motivated analyses, we might attempt to restrict URs by another constraint. 

(E) The UR of a morpheme includes all those variant and invariant phonetic 
properties that are idiosyncratic. Furthermore, given a morpheme with the 
UR /P/i> /P/i, ... /Pin, for all /Pli, it must be the case that each feature 
value of/P/i occurs in a [P]j (though not all of the feature values are required 

to occur together in the same [P)i). 

(E) simply requires that each underlying feature specification of a segment 
occur in at least one of the corresponding phonetic reflexes of that segment. 

(E) is a sufficiently weak condition on underlying representations to permit 
internally well-motivated descriptions of a number of counterexamples to (D). 
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For example, a Yawelmani UR I , . I . 
and c'um- (among others) wouldc :e.merw1.th the ~urface allomorphs c'o:m-
/u :/-a long high rounded vowel ~" mt ittleld, smce the unde. rlying sound 

h 
- mam1es s a of its underlyi C t 1 

on t e surface. The values [+lo + . ng ea ure va ues 
in the c' o: m- alternant, while the [ ~t h] ro~nd,. ~ + sy.llabi~] are all manifested 

(~) would also permit the analysis gof ;~:e~:st~eahzed.m the c'um~ alternant. 
variants noj- and nos-. The underly' I I. g . at pos.its /noz/ , with surface 
voicing is manifested in the no. mgltz is a v01ced continuant; the underlying 

·" d . 'J· a ernant, the underlying t. . 
maru1este m the nos- alternant. Similar! (E con muancy 1s 
Chontal UR.like /ceepa/ , with surface allo~~r ) would allo~ a Huam~lultec 
alveolar affricate, /c/ manifests its alveolar l~hs seepa ~nd c~epa .. A voiceless 
alternant and its affricate characte . th v p ce of articulation m the seepa 

N h 1 rm e ceepa alternant 
evert e ess, (E) is still not weak enou h . 

that can be strongly motivated on . t g to account for all the analyses 
permits UR like /c'u. m/ for the s mf; ern"al grounds. It was noted above that (E) 

· ur ace iorms c'umo · and c' · y 1 
But (E) does not allow every as ect of th . - u".1- m awe mani. 
sketched in this chapter. Recall th~t it e abstract analysis of Yawelmani 
which has the PRs - d h was suggested that the future morpheme 

en an -on s ould be repr t d I · ' 
sentation would violate (E) h'o . esen e as -1: n/. Such a repre-

ld 
, wever smce the underlyin 1 h. h 

wou never be realized phoneticall ' . h . g ong ig vowel 
is always a terminal suffix Thus ·r ~t abs either high ~r as long. This suffix 

1 
b · ' 1 1 as t e underlymg shap ; · I · . 

a ways e subject to the rule that sh t 1 e I: n ' it will 
at the end of a word. The vowel of t~.r en~a .ong vowel ~efore a consonant 
surface altemant, since there are is su x is ne~er realized as high in any 
affect it in such a way as to permit ~~e modrpho~ogtcal. processes that would 
manifested. un erlymg height of the vowel to be 

Perhaps it will be useful here to review th . . 
representation such as /i: n/ . First of all th e mtern~l evidence that supports a 
derived from a long vowel in y 1' e .vowel e is generally unambiguously 
shortening process. in most ca awe maF1 by means of the general vowel­
Consequently e is' not an und s~s .a sur ace ~ alternates with a surface e:. 
rather a varia~t of /e "/ which it;~lfy1.ngds~unddfm th~ Yawelmani system, but 

. . ' is enve rom /1 "/ accord· t . 
pretabon presented earlier. Thus if th 1 . . mg o our mter­
an underlying long vowel then ~ h e vo':"e of .-en/-on is NOT represented as 
this one morpheme, which would ~1:nem1c e "'.111 have t~ be postulated for 
one of the contexts in which a vo 1 . ayhs occur m the environment _ _ c # we 1s s ortened ' 

Another argument is that the suffix -en does no .b . 
a nonhigh vowel. Its behavior is systematicall ~.;have afs though it po.ssesses 
Whereas -al rounds to -ol after d d . Y I erent rom a suffix like -al. 
· a roun e nonh1gh vowel · 
m that environment. Furthermore h , -en remams unchanged 
rounded vowel, -en changes to -on in w ereas ~al does not change after a high 
automatically if -en derives from 1-·. t/h~:ntronment. These. facts will follow 
will predictably round after a big~· n . de <latter UR has a high vowel, which 
rounded vowel. Thus if the b h . rounf e vowel, but not after a nonhigh 

, e av10r o the future suffix is to be accounted 
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for by independently motivated rules of the grammar, it is necessary to assume 

an UR /-i: n/, in direct violation of (E). . . 
Another particularly convincing example violating (E) 1s provided by Efik 

(Welmers, 1968 and Cook, 1969). Consider the following forms. 

(60) si6 'take out' 
tie 'sit' 
bid 'yam' 
kui 'shut out, screen' 

duop 
kiet 
ni51J 

'ten' 
'one' 
' become tall' 

The problem that concerns us here is the analysis of the [i] and [u] vo~e~s that 
occur prevocalically in the above examples. These vowels are very s1m1lar to 
the [i] and [u] vowels cited below, though somewhat shorter. 

(61) dip 'hide (trans.)' duk 'enter, use (vehicle)' 
bit 'be damp' bUp 'ask' 
etigi 'okra' 6tu 'group' 
du 'be (location)' 

Prevocalic [i] and [u] cited in (60) are distinctly vocalic in nature, in contrast 
to the following prevocalic [y] and [w] consonants. 

(62) yak 'let, permit' wdgd 'get torn' 
yip 'steal' wet 'mark, write' 
y6m 'look for, want' wut 'show' 

The question that arises is whether prevocalic [i] and [u] are to be treated 
as vowels in their underlying representation, or are they better t.reated ~s t~e 
corresponding consonants /y/ and /w/. Depending upon how this quest10n 1s 
answered, the examples in (60) will have the syllable structure 

c{ ~} V(C) 

or 

c{ ~} V(C). 

In either case a unique syllable structure results, since otherwise ther~ are 
neither syllable-initial consonant clusters nor vowel sequenc~s. Thus, e1t~er 
analysis of prevocalic [i] and [u] necessitates positing a umque underl~mg 
syllable structure, so the proper analysis of the~e ~lements cannot be decided 
on the basis of general considerations of perm1ss1ble syllable structures. We 
must bring other considerations to bear on the matt.er. . . 

Tonal phenomena provide some evidence suggestmg that prevocahc [1] and 
[u] should be treated as underlying consonants. I~ Efik syllables t~a~ m:am­
biguously contain a single vowel show the. followmg to~~! shapes. V, V, V, 
V, V- high tone, low tone, mid tone, fallmg tone, or nsmg tone. 
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(63) high: fik 'press down', de 'sleep' 
low: kem 'be equal to', k31] 'become high' 
mid: kdma 'hold', eto 'tree, wood' 
falling: d-l)d 'cat', i-k.J 'language, word' 
rising: be 'go past', ka 'go' 

If prevocalic [i] and [u] were underlying vowels, one might expect to find 
the resulting two-vowel sequence to contain any sequence of the tones men­
tioned above. That is, one might expect [i] and [u] to have one of the five tonal 
shapes cited above and the _following vowel to have another. But in fact the 
surface vowel sequences iV and uV reveal precisely the same tonal shapes 
that are permitted on a syllable containing a single vowel. Thus, we find only 
iV (equivalen,t to V), iV (equi~alent to V), iV (equivalent to V), iV (equivalent 
to V), and iV (equivalent to V). Examples of all types are cited in (60). 

The vowel sequences iV and uV thus have the same tonal possiblities as 
single vowels but these do not correspond to the range of possibilities exhibited 
by sequences where two vowels are involved, as in (64). 

(64) d-!Jii 'cat' 
eto 'tree, wood' 
eka 'mother' 

(there is no corresponding iV) 
(there is no corresponding iV) 
(there is no corresponding N) 

Thus, there is evidence that as far as their tonal properties are concerned, 
N and uV are analogous to V rather than to V . .. V. 

Negative verb forms provide more evidence that prevocalic [i] and [u] should 
be treated as underlying /y/ and /w/. Note the following examples, where 
the I'}- is the 1st sg. subject pronoun prefix, -kV- is a past tense marker, and 
-gV is the negative morpheme. 

(65) 6-ke-di-ge mi 
6-ka-a-ga do 
fJ-ke-se-ge Ji 
fJ-ko-du-go d6 
fJ-k:J-b3-g5 okuk 
l}-ka-td-ga undm 
l}-ka-did-ga udid 

'I didn't come here' 
'I didn't go there' 
'I didn't look at you' 
'I wasn't there' 
'I didn't receive money' 
'I didn't eat meat' 
'I didn't eat (food)' 

The past-tense marker shows the following regular alternation and consequently 
supports analyzing prevocalic [i] and [u] as underlying consonants rather than 
vowels. 

(66) -ke- if following vowel is i ore 
-ko- if following vowel is u 
-b- if following vowel is J 

-ka- if following vowel is a 

But notice that a root like -did- takes the -ka- form of the past, which indicates 
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. . a vowel with respect to this rule. But if 
that phonetic [1] does not be~ave as t the principles in (66) will correctly 
we posit I dya/ in the underlymg struc ure, 

. h k f of the past-tense marker. 
predict t e -. a- orfmh d t . (65) with that in (67) provides another argument. 

A companson o t e a a m 

(67) a-ke-yene-ke okuk , , ' 
a-ke-kerne-ke ndinam utom em1 

'I didn't have any money' 
'I wasn't able to do this work' 
'he hasn't swept the floor yet' 

~ye i-kp3ri-ke fs31J ka1Ja 

. . _e -keme -kp3ri). The negative marker 
In (67) there are b1syllab1c st~ms ~-~h:e~owel being determined by the same 
has the shape -kV (the quahty o in these forms whereas after 
principle as. that in the ?as~6~~n~~ :a~r~~:~~~pe -gV. The r;ot -dia in (65) 
monosyllabic stems, as m . ' rather than like a bisyllabic stem. 
behaves like a monosyllabic stem t f Efik phonological structure 

Thus there are at least three diffe~~nt aspec so r ["] and [u] arise from 
' d l ort the position that prevoca ic 1 

that indepen ent Y supp . . r the UR I dya/ for the morpheme 
underlying /y/ and /w/. Such an ana.lysis i~~:~s [-vocalic). However, this /y/ is 
'eat'' where the secon? segment is s~~c in direct violation of condition (E). 
always realized phonetically as [(+E)v?c f ],din Turkish (Lees, 1961). Turkish 

Another counterexample to .. is oun . 
has an underlying voicing opposition for stops. 

/p/ para 'money' /b/ boru 'pipe' 
(68) /t/ tat 'taste' /d/ dip 'bottom' 

/c/ cilek 'strawberry' /j/ Jezir 'root' 
I I ·· 'eye' /k/ kus ' bird' g goz 

h. opposition is neutralized in precon­
As the following examples show' t is 
sonantal and final positions. 

-=-~~~~~~~-
gloss 

(69) absolute plural objective 

ip ip-ler ip-i 'rope' 

dip dip-ler dib-i 'bottom' 
'horse' 

at at-Lar al-I 

at-far ad-1 'name' 
at 
sac sac-far sac-1 'hair' 

ac ac-lar aj-1 'tree' 

kok kok-Ier kok-u 'root' 

ek ek-ler ek-i 'joint' 

gok gok-/er go-u 'heaven' 

cilek Cilek-fer cile-i. 'strawberry' 

. t here The roots for 'root' and 
The last four items ~-re the ones of mt~~~s~eoa~:n' and 'strawberry' we need to 
'joint' are clearly /kok/ and /ek/ . B~\ a ear honetically as [k] in preconso­
posit a root-final c~~sonant that,..~l f PP o~el-initial suffix. This consonant 
nantal and final positions, but as 'I' e ore av 
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cannot be /k/, if we are to distinguish the morphophonemic behavior of'heaven' 
and 'strawberry' from that of 'root' and 'joint'. Examination of Turkish 
phonetics reveals that g does not occur intervocalically, despite the fact that 
in initial position it freely contrasts with /k/, as we have seen. This clearly 
suggests that we posit /g/ as the final consonant in 'heaven' and 'strawberry'; 
in this manner not only may these words be distinguished from 'root' and 
'joint', but the absence of g intervocalically represents an imbalance on the 
phonetic level rather than one on the underlying level. That is, in UR /g/ has 
the same distribution as each of the other stops. 

Thus, the internal evidence from Turkish suggests that the URs for 'heaven' 
and 'strawberry' are /gog/ and /cileg/ and that there is a rule deleting g in 
intervocalic position. However, this analysis violates (E) because the underlying 
[+voice] feature characterizing the final segments of /gog/ and /cileg/, and 
thereby distinguishing them from /kok/ and /ek/, never appears in any phonetic 
realization of the /g/. This segment appears as [k), and hence [-voice], before 
a consonant and in final position, and as </> before a vowel.* 

In order to weaken (E) to the point where analyses such as those sketched 
above are permitted, it is necessary to move in the direction of only requiring 
that some of the underlying features of any given segment be manifested 
phonetically. In the Turkish URs /gog/ and /cileg/ all of the features of the 
final segments are realized phonetically except for that of [+voice). Similarly, 
in the Efik example all of the features of the underlying /y/ in /dya/ are realized 
phonetically except for that of [-vocalic]. In the case of the UR /-i: n/ in 
Yawelmani, however, the distinctive features for /i :/ are [+ high, -round, 
+long), and of these, only the [-round] specification is realized phonetically. 
Of course, certain nondistinctive properties of /i :/, such as [-back], are also 
realized phonetically. But the point is that in this case not even a majority of the 
distinctive features of the underlying segment are directly attested in phonetic 
representations. It would seem, then, that there is no basis for determining 
how many of the underlying features of a segment must be directly attested 
in phonetic representation. Let us therefore propose (F) as a condition imposed 
on the relationship between an underlying structure and its phonetic mani­
festations. 

(F) Given a morpheme with the UR /P/; /P/i ··· /Pin.for all /P/i, at least one 
of the features of /P/i must appear in a corresponding [P]1 of at least one 
PR of that morpheme. , 

• It turns out that this example from Turkish is not nearly as convincing as our discussion in 
the text indicates, since the overwhelming majority of velar stops that delete occur in polysyllabic 
roots, while the majority of nondeleting ones occur in monosyllabic roots. It is thus possible to 
posit an underlying /k/ for both types of root and formulate a rule deleting in tervocalic /k/ when 
it is the final sound of a polysyllabic root. Zimmer (1975) mentions some external evidence from 
experiments with nonsense words that supports the contention that the k/~ alternation is determined 
by the number of syllables in a root instead of the hypothetical contrast between /k/ and /g/ . 
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This condition permits any underlying element provided at least one of the 
distinctive features of that element is present in a surface form of the mor­
pheme. It is an exceedingly weak constraint, violated only when the phonetic 
representation of a segment shares no features with its underlying representa­
tion. This might occur in two ways: Either all of the underlying feature values 
of a segment would have to change their values (an unlikely situation), or the 
underlying segment would have to never appear in phonetic representations 
at all. This latter situation-which represents an obviously extreme form of 
abstractness- is the one we shall focus on, since analyses hypothesizing such 
a state of affairs have in fact been presented for a variety of languages, both 
from generative and nongenerative points of view. We must restrict ourselves 
to a selected number of cases where evidence in favor of analyses violating 
(F) can be adduced. 

One analysis that violates (F) is the analysis of English that derives all 
occurrences of phonetic [IJ] from underlying /ng/ sequences. This account of 
the velar nasal is motivated by the following considerations. For one thing, 
[IJ] has a more restricted distribution than m or n, since it nevers occurs word­
initially (map, nap, but not *IJap) nor internal to a morpheme before a vowel 
(smear, sneer, but not *sljeer). A restricted distribution often indicates that a 
sound is derived rather than underlying (since the restricted distribution would 
follow automatically from the fact that the rule in question operates only in 
certain contexts). Second, the sequences [nk] and [ng] do not occur in English 
phonetic structure. On the other hand, [IJk] and [IJg] do occur (link, plank, 
finger, anger). These data can be accounted for by postulating a rule that /n/ 
assimilates to the point of articulation of a following velar. Such a rule could, 
of course, be regarded as just one aspect of a more general nasal assimilation 
process. Third~ although [IJ] occurs in final position, *[IJg] does not (we have 
sing [sTIJ], but not *[sTI)g]). This distributional fact enables us to derive [IJ] by 
a rule that deletes g in the environment IJ- - *. This rule must be applied 
after the nasal assimilation rule that converts /n/ to [IJ] when a velar follows. 
g deletes not just in absolute word-final position, but also before certain 
suffixes as well-e.g., the -er agentive suffix (singer), the verbal suffixes -ing 
(singing) and -ed (hanged). Finally, we observe that there are some examples 
of alternation that support a rule deleting g word-finally after [IJ]. For instance, 
long ends in a velar nasal, but in longer, the comparative form of the adjective, 
a g is pronounced after the velar nasal. This alternation requires a rule of g 
deletion, since there would be no way to insert the g by a general rule (for 
example, thin does not acquire a g in thinner). 

Deriving the [IJ] of long from an underlying /ng/ sequence does not violate 
condition (F) since the underlying /g/ is actually pronounced in one of the 
surface alternants of this morpheme. But deriving the [IJ] of sing from /ng/ 
does violate (F), since the underlying /g/ is never pronounced in any form of 
the morpheme- it is always realized as ~' although it does effect the change of 
a preceding underlying /n/ to [IJ] . 
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In addition to the internal evidence found in English, which supports 
deriving [IJ] from underlying /ng/, there is some external evidence cited in 
fromkin (1975). She notes the occurrence of slips of the tongue of the following 
sort: [sw'In] and [sweyg] for the intended swing and sway (phonetically, [swTIJ] 
and [swey]). This slip of the tongue provides evidence for an underlying /g/ in 
swing, even though the /g/ is not pronounced. This underlying /g/ in swing 
seems to have been transposed to the end of the following word, sway, pre­
venting the assimilation of the underlying nasal. The result is that the under­
lying /n/ shows up phonetically. Another slip of the tongue supporting an 
underlying /g/ is [spng] time for [h'Intlar] instead of the intended Springtime 
for H itler. This example seems to involve the transfer of the underlying /n/ of 
Springtime to H itler. In transferring the /n/ to the later word, the underlying 
/g/ is left behind, resulting in [spng). 

Marshallese provides another example that violates condition F (Bender 
1968, 1969, 1970). According to Bender's analysis this language has a linear 
vowel system composed of the following four phonemic members: i, & , e, 
and a . . Each of these vowels is subject to rounding, fronting, and backing, 
dependmg upon the consonants adjacent to it, so that in reality the phonetic 
inventory of vowels in Marshallese is much larger than the phonemic inventory 
(see Bender, 1968, for details). In what follows we will ignore phonetic adjust­
ments of the vowels and retain the phonemic representation. 

Bender argues that the higher mid-vowel & is not contrastive in Marshallese 
but instead is a predictable variant of either i or e. Before exploring the de~ 
tails, we must discuss a pervasive rule of Marshallese phonology- apocope. 
Examination of the following data reveals a rule deleting the final vowel of 
a word. 

(70) Noun his Noun my Noun gloss 

naj naji-n naji-h 'child' 
giy giyi-n giyi-h 'tooth' 
qen qena-n qena-h 'catch ' 
)em jema-n jema-h ' father' 
kilep kilepd-n kilepa-h 'bigness' 
jeneq jeneqa-n jeneqa-h 'footprint' 

We may now turn to the data of interest here, the limited distribution of the 
vowel &. This vowel is essentially limited in occurrence to the following types 
of roots. 

(71) Noun his Noun my Noun gloss 

w&b wibe-n wib&-h 'chest' 
p&t pite-n pit&-h 'pillow' 
k&l kile-n kil&-h 'technique' 
w&n weni-n weni-h 'turtle' 
b&g begi-n begi-h 'night' 
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For the moment let us ignore the third column. As far as the first two columns 
are concerned, these alternations may be accounted for in one of two ways. 
First, i will change to & when it is followed by an e that wil~ eventually delete, 
and e will change to & when it is followed by an i that w~ll delete. Anot~er 
possible treatment is to metathesize the word-final vowel mto the precedmg 
syllable instead of simply deleting it. The resultant ie and ei seq~ences may 
then be converted into & directly. Fortunately, for our purposes 1t does ~ot 
matter which of these two treatments is adopted. In either case underlymg 
/#wibe# / and /#weni# / will be converted into phonetic w&b and w~n. ~he 
important point is that the vowel & is derivable in all cases from a combmation 

of i and e. . , .. 
In the third column stems such as weni- 'turtle' and begi- 'mght exh1b1t 

an unmodified stem-final vowel before the 1st-person possessive morpheme: 
weni-h, begi-h. On the other hand, stems such as wibe- 'c.hest' a.nd pite-_'pillow' 
deflect their final vowel to & in the 1st person possessive: wib&-h, p1t&-h. If 
we are to give a maximally general account of the distribution of the~ vowel 
(to account for it with the rules already at our ?isposal), we ~ust assign the 
underlying representation /-hi/ to the 1st person smgular possessive morpheme. 
The /i/ is of course needed to deflect the preceding /e/ to &. It has no effect on 
any other preceding vowel and is deleted by the genera~ rule of apocope. 

In the data at our disposal the 1st person possessive morpheme ~!ways 
appears at the end of a word. As such, its vowel never shows up p~onet~cally. 
However, because of the particular nature of the vowel alternat10ns m. the 
language, we are able to see its effects quite clearly. The. proposed analysis of 
Marshallese violates (F), since it postulates an underlymg sound for the 1st 
person possessive morpheme that is never pronounced in any of the mor­
pheme's overt forms. The available internal evidence, however, supports that 

analysis. 
Lithuanian (Kenstowicz, 1972a) provides another example alo~g the sa~e 

lines. Before discussing the relevant points, however, we must dispense w1t.h 
several preliminaries. To begin with, the language has the following phonetic 

vowel inventory. 

(72) long short 

i: u : i u 
e: o: 
E: a: E a 

The Jong open vowels e: and a: are predictable variants of the c~rresp?nding 
short vowels, appearing in accented nonfinal syllables. Alternat10ns hke the 
following demonstrate this point. (In the following citations the acute a~ent 
marks the accented syllable; the tone of the syllable is not indicated, as this is 
not relevant to our discussion.) · 
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(73) nominative instrumental locative 
singular singular singular gloss 

kt: las kdu ks/€ 'road' 
m€:tas m8lu mat 'time' 
/a:pas lapu lap€ ' leaf' 
ra: tas ra1u ra1€ 'wheel' 

We account for these alternations by the fo llowing rule of secondary length­
ening. 

(74) V --. [ + long]/ __ C0 V 
[+ low] 

Removing e: and a: from the underlying vowel system leaves a rather asym­
metrical vowel inventory: each of the two high vowels occurs in a long-short 
contrast, but for the nonhigh vowels, e: is paired with e and o: is paired with 
a. Given the tendency for balanced underlying vowel systems, we might expect 
there to be internal evidence in Lithuanian that would reduce these two pairs 
to a simple long-short opposition, the differences in vowel quality being 
predictable by rule. The following data are suggestive. 

(75) present past 

!st 3rd !st 3rd 
singular singular singular singular gloss 

minu mina mi:nau mi:ne: ' trample' cf., mind 'mob' 
giru gira gi: rau gi:re: 'praise' 
tupu tupa tu:pau tu:pe : 'perch' tupiklci 'perch' 
dumu du ma du:mau du:me: 'blow' dumple:s 'bellows' 
drebU dr€: ba dre:bau dre:be: 'splash' 
geru gt:ra ge:rau ge:re: 'drink' 
/emu lt:ma le:mau /e:me: 'doom' /€:manas 'critical' 
VagU va:ga vo:gau vo:ge: 'steal' vagis 'thief' 
karu kci:ra ko:rau ko:re: 'hang' karo:lai 'necklace' 

The derived nominals suggest that the underlying root vocalism is exhibited 
in the present tense and that the past-tense vocalism is derived. Comparing 
the present and past-tense roots, it will be observed that not only is the vowel 
of the latter a lengthened variant of the former, but when the underlying root 
vowel is open e or a, the derived long vowel of the past appears as e: and o:, 
respectively. This is actually a general trait of Lithuanian. There are several 
other morphological rules that lengthen vowels. Wherever they apply to € 

and a, the mid-vowels e: and o: result. This suggests that we abstract the 
raising of open long vowels from each of these rules and formulate it as a 
separate process. The rule of raising states this in approximate terms. 
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(76) raising [c: , a:] -+ [e:, o:] 

This rule permits us to derive all occurrences of e: and o:, which in turn permits 
us to postulate a completely symmetrical underlying vowel system for the 

language. 

(77) short long 

i u i : u: 
E a E: a : 

Phonetic e:'s and o:'s arise from long opens: and a: by vowel :aising, .whi~e 
phonetic 8 : and a: arise from e and a by secondary lengthening, which is 

ordered after raising. 
The secondary-lengthening rule is not the only source of long open vowels 

in Lithuanian. There is another rule that deletes a dental nasal before a con­
tinuant consonant, compensatorily lengthening the preceding vowel. !his rule 
must be ordered after raising because lengthened open vowels resulting from 
the loss of a nasal do not become mid-vowels. We may illustrate the operation 
of this rule by showing the range of allomorphs for the prefix san-. 

(78) sambu:ris 'assembly' bu: ris 'crowd' 

sando : ra 'covenant' d6 : ra 'virtue' 

santaka 'confluence' tske : ti 'to flow' 

sa!Jkaba 'coupling' ka :be: 'hook' 

sa: vo:ka 'idea' VO : kti 'to understand' 

sa:skambis 'harmony' skambe: ti 'to ring (bell)' 

sa: §lavo: s ' sweepings' sla:ve: 'he swept' 

sa:zine : 'conscience' zin6: ti 'to know' 

We may express the nasal-loss rule informally as follows: 

(79) Vn continuant ____.. V: continuant 

Turning to the relevance of these data to the validity of condition (F), note 
that a crucial feature of the analysis we have presented is that all occurrences 
of long open vowels in phonetic representation are the result of ~ither nasal 
loss or secondary lengthening. An underlying long open vowel will .never be 
realized on the surface level because raising will convert it to a mid-vowel. 
As such, our analysis seems to run into difficulties when confronted with forms 

like the following: 

(80) nominative genitive gloss 

singular plural 

a: iualas a : iua/u: 'oak' 

ki: sas ke :su: 'moss-grown hillock' 

ia:sis ia :su: 'goose' 
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If these roots are assigned URs with short open vowels, we can account for 
the long root vowels in the nom. sg. forms by secondary lengthening. But this 
account fails to explain why the root vowels are long in the gen. pl. , where the 
accent is not on the root. On the other hand, if the roots are assigned under­
lying long open vowels, raising will convert them into phonetic mid-vowels. 
There is, however, another source for long open vowels- nasal loss. If these 
roots are assigned the URs /anfoal-/, /kws-/, and /fans- /, their superficially 
anomalous behavior can be explained. This analysis is supported by the exis­
tence of two additional "gaps" : first, there are no n plus continuant clusters 
within a morpheme in phonetic representations; second, all unaccented a : 
and e: vowels are followed by a continuant. These gaps are natural conse­
quences of the analysis just proposed. Note, however, that a UR like /fans/ 
violates (F). Then never appears phonetically in any allomorph; it is always 
deleted because of the following s. 

So far, in the examples of "ghost" segments from English, Marshallese, 
and Lithuanian it has been possible to pinpoint the exact phonetic nature 
of the abstract segment. There are, however, cases where this appears im­
possible. A particularily clear example is provided by "h aspire" words in 
French (Schane, 1972). Final consonants in French are deleted in phrase-final 
position as well as word-internally in preconsonantal position. If the following 
word begins with a vowel, the final consonant of the preceding word is normally 
pronounced, a process called liaison in traditional terminology. Thus; we have 
/es gan;ons [legarso], but /es amis [lezami]. There is however a group of words 
that induces the deletion of a preceding consonant despite the fact that they 
always begin with a vowel phonetically. 

(81) /es heros 
/es haches 
/es haricots 
les hibous 

[leero] 
[leas] 
[leariko] 
[lei bu] 

'hero' 
'ax' 
'bean' 
'owl' 

Although one might simply mark these morphemes in the lexicon as con­
ditioning consonant truncation exceptionally, other relevant facts cast some 
doubt upon the validity of such an approach. For instance, words beginning 
with a vowel normally induce the deletion of the final vowel of a preceding 
word: le garfon, but l'ami, where the /~/ of the article has been deleted. Mor­
phemes that exceptionally induce the truncation of a preceding consonant 
(the h aspire words) consistently fail to trigger the deletion of a preceding 
vowel despite the fact that they always begin with a vowel. 

(82) le heros [l~ero] le haricot [l~ariko] 

la hache [Iaas] le hibou [l;}ibu] 

Merely marking these morphemes as triggering consonant truncation excep­
tionally fails to explain why they also automatically fail to induce vowel 
deletion. On the other hand, if we say that these morphemes begin with an 
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underlying consonant, and if this consonant is deleted after all relevant rules 
have applied, then both exceptional properties of these morphemes can be 
linked with one another. In fact all phonological rules of French that are 
sensitive to vowel- versus consonant-initial words consistently treat the h 
aspire words as if they began with a consonant. To cite just one more example, 
prenominal adjectives ending in a nasal consonant norma~ly delete the .nasal 
if the following word begins with a consonant, but retam the nasal 1f the 
following word is vowel-initial (with no nasalization of the preceding vowel; 
see Dell, 1973): bon veto [b3velo) 'good bicycle' versus bon ami [b~nami) 'good 
friend' . The h aspire words behave like consonant initial words: bon heros 

[b3ero). . , . 
In order to account for the consistent behavior of the h aspire words, it 

would appear that they must be entered into the lexicon with an initial con­
sonant that is deleted after all relevant rules have applied. The problem is, 
which consonant? Historically, these words derive by and large from Germanic 
borrowings with an initial h. However, except for a few eastern dialects and 
stage pronunciations, h has been deleted ev~rywhere in French. :Although 
one could identify the ghost segment as /h/ , 1t appears that there is no real 
motivation for doing so. A glottal stop, which also does not occur in French, 
would suffice. In fact any otherwise nonoccurring consonant could be selected. 
In view of these facts Schane (1972) has suggested that the underlying consonant 
merely be represented as [+consonantal) without any further specification, 

a kind of archisegment. 
Selkirk and Vergnaud (1973) have called attention to some additional facts 

that call the whole question of the abstract consonant into question. Specifically, 
they point out that most morphological derivatives of h aspire words behave 
as if they began with a vowel. Thus, while we have !es heros [leero), we also 
have l'heroi·ne not *la heroi'ne. A phonological analysis would require a very 
peculiar rule 'deleting the abstract consonant when a deriva~ional su~x is 
added. On the other hand, if the h aspire words are treated as bemg except10nal 
in some way, their behavior in derivative formations can be seen as a mani­
festation of the tendency to regularize morphologically derived forms. (For 
example, sit in English has the marked past-tense from sat, while the past 
tense of babysit can be heard as either babysat or babysitted, the latter fo~m 
exhibiting the regular past-tense suffix). This would appear to argue ~or treatmg 
the h aspire words like heros as exceptional in some way. But ev~n 1~ we ~ark 
such forms as exceptions (via some lexical marking system), this still fails to 
explain the systematicity of their behavior. . 

The h aspire words in French thus represent what is perhaps a more typical 
case of a possible violation of (F) than do our earlier examples. Firs.t of all, 
the evidence does not lead to any NECESSARY "ghost" segment. That is, there 
exists more than one hypothetical underlying sound that could produce the 
correct surface results, and there exists no evidence warranting the choice of 
one over the others. Second, not all of the implications of the ghost segment 
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are b?rne_ out. Co~sequently, postulating a consonant at the beginning of 
Mros 1mphes that this consonant will also appear in forms derived via suffixation 
from heros. But since this implication does not hold in French, there is some 
doubt cast on the proposed ghost segment. 

In this chapter we have examined a series of possible conditions imposed 
on the abstractness of underlying representations-that is, on the extent to 
whi~h t.he UR of a morpheme may differ from its associated set of phonetic 
reahzat10ns. We h~ve. seen that the weakest possible condition- namely, 
(F)-cannot be mamtamed if certain internally supported analyses are to be 
accepted. The failure to find any absolute condition determining the relation­
ship between an .UR and its PRs leaves open the possibility of describing any 
case of contrasting patterns of morphophonemic behavior in terms of an 
underlying phonological contrast. Perhaps it will be useful to consider in detail 
one example where postulating an underlying phonological contrast does 
not appear to us to provide the best description of the observed contrasts in 
morphop~o~emic behavio_r. (See Chapter Two for many other examples.) 

Menomm1, an Algonquian language, provides some interesting material in 
this r~spect. The sound n in Menomini displays two different patterns of 
behav10r. One n alternates with s before nonlow front vowels and y, while 
the other n does not. (It should be noted here that t is converted to c in this 
same environment in Menomini.) 

(83) en-ohne-t 'if he walks hither' es-yii-t 'if he goes hither' 
w-en-owawan 'their hands' w-es < /w-en-e/ 'his head' 
on-an 'canoes' os < /on-e/ 'canoe' 

(84) o-tiin-an 'his daughter' o-tiin-ew 'he has a daughter' 
a 'lsenyiik 'stones' kon-ewew 'it is snowing' 
kon 'snow' kiln yak 'lumps of snow' 

Thus, in the phonological description of Menomini there must be some 
difference in the URs of the morphemes in (83) and (84) in order to be consistent 
with the fact that the n's in the former set palatalize to s while those of the 
latter do not. In Bloomfield (1939) these morphemes are differentiated by 
representing the n's of (83) as /n/ in their underlying structure and those of 
(84) with the capital letter morphophoneme /N/ . The palatalization rule is 
then defined to operate on /n/ and ordered after it is a rule that converts the 
nonpalatalizing /N/s to n. 

Unlike Bloomfield and many structuralists, generative phonologists have 
assumed that segments in the UR are to be represented in the same fashion 
as in the PR: that is, as matrixes of distinctive features that indicate whether 
or not~ given segme~t possesses a particular phonetic property. Consequently, 
~enerat1ve phonologists can differentiate the two different n's in Menomini 
in .o~ly t~o ways: They may be assigned different underlying feature matrixes 
(d1stmgu1shed by an underlying phonetic contrast that is later neutralized in 
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all positions), or the morphemes of the language can be subcategorized by an 
arbitrary nonphonetic lexical classification on the basis of whether or not 
they undergo the palatalization rule. (In effect, the latter option involves 
marking in the lexicon all the morphemes containing /N/s in Bloomfield's 
analysis as exceptions to the palatalization rule.) 

Now unlike our earlier discussion of counterexamples to (A) - (F), the first 
option is not nearly as attractive for these Menomini examples, because an 
underlying phonetic contrast cannot be substantiated. The only difference 
between the two n's is that some undergo the rule of palatalization while others 
do not. In all other respects the two n's behave exactly the same. Thus, if we 
were to try to differentiate them in terms of an underlying phonetic contrast, 
the choice of which phonetic differentiation to make would be totally arbitrary. 
This situation can be profitably compared with the one in Yawelmani, where 
surface o : shows two different patterns of behavior. One behaves like a low 
vowel with respect to vowel harmony and the other like a high vowel. We 
suggested that the proper way to differentiate the phonological behavior of 
the two different kinds of o :'s was in terms of an underlying contrast that 
never appeared directly on the phonetic surface: The first type was posited 
as /o :/, the second as /u :/. This underlying contrast was supported by several 
other criteria besides vowel harmony, all of which allowed us to pinpoint 
exactly in phonetic terms the underlying difference between the two kinds of 
o :'s. In the Menomini case, however, there are no synchronic facts that permit 
such a phonetic differentiation of the two kinds of n's. The only relevant 
synchronic facts are that some n's palatalize to s and some do not. 

In spite of the difficulty in positing an underlying phonetic differentiation 
in cases like this, early generative phonology was so biased in favor of proposing 
phonological explanations for contrasting morphophonemic behaviors (rather 
than treating them as the result of nonphonetic factors, such as grammatical 
conditioning or lexical subclassification) that we find such analyses proposed 
even in the most implausible circumstances. This was especially true when the 
historical antecedents of the language were known. Thus, in his doctoral 
dissertation on Menomini, Bever (1967) differentiated the two n's by deriving 
the palatalizing one from /0/ and the nonpalatalizing one from /n/. In Bever's 
analysis the palatalization rule is defined as transforming /t/ and /0/ to c ands, 
respectively, before /y/, /i/, and /e/. Subsequently, another rule changes all 
remaining /0/s to n. To some extent this analysis recapitulates the historical 
development, since many of the palatalizing /n/s come from Proto-Algonquian 
*8, while the nonpalatalizing /n/s come from *n. Aside from this fact, which is 
irrelevant in a synchronic description, Bever tries to motivate the selection of 
/0/ on grounds of simplicity. To differentiate the two /n/s one needs to set up 
a consonant that otherwise does not occur in Menomini. This consonant must 
appear as s in the palatalizing environments and as n elsewhere. The choice 
of the underlying segment can be restricted to some extent by attempting to 
formulate rules that will effect these changes to n ands as simply as possible. 
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8 differs from s just by the feature of stridency (and the rule of palatalization 
renders a consonant [+strident]; see the change of t to c). 8 differs from n 
by t~e fe~ture of nas~lity_. If /0/ is selected as the underlying segment, the rules 
required m the analysis ~ill be rather simple, involving minimal feature changes. 

The l~tter argument 1s extremely weak because it is based on an inadequate 
conception of the role of simplicity in phonology. In addition, it fails to eliminate 
one of the two liquids, which do not occur in Menomini either, as candidates 
for the UR of the palatalizing n's. There are, besides, other pertinent facts 
that render ~his analysis not only implausible but actually incorrect. They 
have to do with the fact that the merger of PA *8 ton was not direct but went 
through an _intermediate stage of*/. In an important study Piggott (1971) has 
shown that m PA * t alternated with c and *0 withs before front nonlow vowels 
and *glides. ~ most of the Algonquian languages *8 became /, merging with 
PA I. At this stage there were some l's (derived from *8) that alternated with 
s; oth;r l's (de~ived fr~m */) did not. Now, if we were to follow the logic of 
Be~er s analysis for this stage of the language, the alternating l's would be 
denve? from /0/ and the nonalternating ones from /1/, with a subsequent rule 
ch~ngmg _all /0/s ~hat did not palatalize to /. But this kind of analysis would 
be mcons1stent "".'1th the fact that in all of the Central Algonquian languages 
~he l - s alternat10n was generalized to the l's that derive from PA * t. This 
is a totally unexpected change as far as a phonological analysis is concerned 
but finds a ready interpretation according to a lexical analysis that differentiate~ 
the two_ kinds of l's by m~ans of an _arbitrary lexical classification: the tendency 
for arbitrary nonphonetic properties to be lost in linguistic change. (Cf., the 
fact that many of the ?ouns ~nd verbs that formed their plurals or past tense 
by umlaut or ablaut m earlier stages of English now take the regular -(e)s 
plural and weak past -(e)d endings.) At some time after the merger of *8 with 
*/'. *I merged with *n to yield the present-day Menomini situation. We thus 
might expect in the future development of Menomini that either the n ""s 
altemat~on w!ll be genera~ed to the n's that derive from *n or perhaps the 
alternat10n will be lost entirely from the language. In either case both of these 
changes would be comprehensible according to a lexical analysis of the n ""s 
alternation, but not according to a phonological one. 

It is clear that phonological theory must impose some constraints on 
underlying representations so that unmotivated analyses like the one for 
Menomini can be excluded. The problem of abstractness thus remains one 
of the r:iost important issues facing contemporary generative phonology. 
. In this chapter we have discussed a large number of possible conditions 
1mp?sed on underlying representations and have presented (internally) well­
mot1vated counterexamples to each one; as a result we must exclude the 
possibility of accepting any of these constraints as absolute conditions on 
und_erlying structures. However, the number of cases in which evidence is 
available to support an abstract phonological solution is small when compared 
to the number of cases in which such evidence is unavailable. In most cases 
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our only recourse will be to lexical analyses. This means that .the weaker 
conditions we have discussed--especially (D), (E), and (F)-fun~t10n as rules 
of thumb setting upper limits on the amount .o~ abstract~ess m URs. that 
most phonologists implicitly follow. These con~itJons ~re v1?lated only 1:ifre­
quently, and then only when a fair amount ofev1~ence is av~ilable ~o m~tivate 
a more abstract analysis. Furthermore, even when mternal evidence is available, 
this still leaves unanswered the fundamental question of whether or not the 
native speaker actually constructs his internalized grammar along sue~ ~bstract 
lines. At present there is little evidence one way or the other.on this issue as 
well as on most other issues facing contemporary phonological t.he?ry. But 
this only reflects the speculative nature of the still-developing disciplme of 

linguistics. 

2 

The Nonphonetic 
Basis of Phonology 

1.0 THE SUBVERSION OF THE PHONETIC BASIS 
OF PHONOLOGICAL ALTERNATIONS 

Phonological alternations generally have their ultimate source (historically 
speaking) in sounds being affected by the phonological context in which they 
occur. In other words, synchronic phonological alternations are largely the 
consequence of sound changes that have occurred in the history of the language, 
and these sound changes are generally phonologically conditioned, altering 
a given sound only in a specific environment. Furthermore, the sound changes 
in question are generally phonetically motivated; that is, not only does the 
change take place in a specific phonological context, but there is also a phonetic 
explanation for why the change in question occurs in the context that it does. 

The sound changes that occurred historically, and the conditions under 
which they occurred, often become obscured through subsequent historical 
evolution. The phonetic basis of the original change may thus be lost, resulting 
in an alternation that from a synchronic point of view must be accounted 
for by a rule that lacks phonetic motivation. In some cases the alternation may 
continue to be conditioned by phonological factors alone (though not the 
same phonological factors as originally induced the alternation), while in other 
cases (partial) nonphonetic conditioning may arise. In this chapter we consider 
several different ways in which the original basis of an alternation may become 
altered in the course of language change . 
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