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Chapter 1 
Introduction 

The aim of this book is to present, illustrate and defend a represen­
tational theory of reduplication. The main insight of the approach 
developed here is that reduplication is the repetition of a sequence 
of segments. A novel representation for reduplication arises from 
the clarification of precedence information in morpho-phonological 
representations, resulting in the possibility of loops as in ( 1). 

(1)# � k � re ,-7 t -7  % = [kretkret] � 
The beginning and end of the loop act like II: and :11 in musical no­
tation in marking off the material that is repeated. The beginning 
and end of a representation is marked by # (the beginning) and % 
(the end) in (1) .  Since the loop encompasses the entire segmental 
content of (1)  total reduplication results. 

The motivation for this work is that reduplication has become a 
central issue for much current research on phonological theory. The 
title of this book, The phonology and morphology of reduplication, 
indicates both the general goals of this work and how the approach 
to reduplication presented here departs from most present analyses 
in placing an emphasis on the representation of reduplication within 
the morpho-phonology. The most fruitful analysis of reduplication 
as a phenomenon unto itself will utilize aspects of both phonology 
and morphology and any analysis that neglects either of these areas 
will not fully illuminate what reduplication is. 

One of the first questions that should be asked of any analysis of 
reduplication is how the analysis contributes to the areas of phonol­
ogy and morphology. McCarthy and Prince (1993b, 1995) claim 
that reduplication provides a blueprint for all of phonology since 
reduplication provides fundamental insights into correspondence 
theory (McCarthy and Prince 1995).  It is obvious what reduplica-
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tion contributes to the study of phonology for those who subscribe 
to this view. Reduplication is a microcosm of phonology and all as­
pects of phonological processes can be studied and illuminated by 
work on reduplication patterns. 

The view of reduplication in this book differs drastically from 
the one offered by McCarthy and Prince. Reduplication will be 
shown to result from general properties of phonology and morphol­
ogy and more specifically to be the result of the interaction between 
these two modules of grammar. A modular approach allows the 
morphological and phonological aspects of reduplication to be ac­
counted for within separate components using module-general prin­
ciples. An explanation of reduplication specific processes will result 
from the special phonological structures that are created in the mor­
phology and interpreted by the phonology. Consequently, the spe­
cial behavior in reduplicated structures first identified by Wilbur 
(1973) and used as primary arguments for correspondence theory 
by McCarthy and Prince (1995) do not require any sort of special 
mechanism. These effects are derived from the representations fdr 
reduplication proposed in this work and by a modular approach to 
grammar. This result is  the most important contribution to 
phonological theory that the study of reduplication in this book 
provides. No previous model of reduplication has been able to ac­
count for the phonological behavior of reduplication without re­
sorting to reduplication specific mechanisms . The lack of 
reduplication specific mechanisms is one of the strongest arguments 
in favor of the analysis of reduplication presented in the following 
chapters. 

Deriving the special phonological behavior of reduplication in 
the phonology module has important implications for phonology in 
general . The main consequence is that certain aspects of 
phonological representations have to be revised. Specifically, the 
representation of precedence in phonology is made explicit in this 
theory and it turns out that a greater variety of precedence structures 
can be represented than previously contemplated. Allowing novel 
precedence structures in the phonology requires present ideas on 
what triggers a rule to be rethought and refined. The interaction 
between the new types of possible precedence structures and re-
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finements in what triggers a rule provides the explanation for the 
surface exceptional behavior of some phonological rules in redupli­
cated structures. These surface apparent exceptions to phonological 
rules turn out to be simple cases of opacity which are accounted for 
and predicted by a derivational model of phonology. These points 
about phonology will be fully outlined in chapter 2 but a short 
summary of those results is  that once the proper revisions to 
phonological theory have been made, reduplication is in no way ex­
ceptional from a phonological point of view. The behavior of 
phonological rules in reduplicative structures follows from general 
principles of phonology. The contribution of reduplication to the 
understanding of phonology is that certain types of precedence 
structures only regularly appear in reduplicated forms and thus we 
must look to reduplication to explicate some (but not all) aspects of 
phonology. Reduplication is not a microcosm of phonology, it is a 
morphological construction that provides a complex phonological 
representation that illuminates previously uninvestigated aspects of 
phonological theory. Reduplication is not the exception to genera­
tive phonology, it is the proof of generative phonology. 

Reduplication provides analogous insights into morphological 
theory. Previous approaches to reduplication (Carrier 1979, Ma­
rantz 1982) treat it as a special kind of morphological process and 
this weakens the otherwise substantial insights that these ap­
proaches have provided. Work by Carrier (1979) argues that redu­
plication is best understood by treating it as a transformational rule 
(as in Chomsky 1965) that resides in the morphological component. 
Placing part of reduplication in the morphological component is an 
insight that is retained in the present approach. The transforma­
tional approach to reduplication, though, is costly because of the 
brute-force power allowed in that approach. Also, with the changes 
in syntactic theory, reduplication would be the only grammatical 
construction that would require that type of generative apparatus 
and this highlights the special treatment of reduplication in this ap­
proach. Proposals by Marantz (1982) (based on McCarthy 1979) 
treat reduplication as special kind of affixation that triggers a me­
lodic copying process. That analysis and the resulting revisions that 
refined what kind of phonological structure is actually affixed (from 
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CV slots to the "authentic units of prosody" in McCarthy and 
Prince 1986) all have the flaw that the additional melodic copying 
process is stipulated and does not follow from any principle. One 
can easily imagine an alternative where default vowels and conso­
nants fill out the template. That is, Marantz' s  approach does not 
really explain why reduplication exists in natural languages. This 
aspect of affix and copy approaches to reduplication prevents redu­
plication from being collapsed with general affixation (Anderson 
1992:60). 

Reduplication is a readjustment process (Halle and Marantz 
1993, 1994) in the present work. This result is obtained through the 
novel precedence structures that can be accommodated in the pho­
nology. Affixation as a general process concatenates some 
phonological structure with another phonological structure. Part of 
concatenation is specifying how the affix is to be joined with the 
base. Does the affix come before the base? After the base? After 
and before the base? This last option is how a loop is constructed in 
a base that results in reduplication. Consider the informal example's 
of prefixation, suffixation and reduplication in (2). 

(2) a. un­
un-lock 

IA --7 n --7 "before"l 
*lock-un 

b. -er I"after" --7 a --7 rl 
lock-er *er-Iock 

c. -schm- I 'after' --7 f --7 m '--7 'before' I 
lock-schm-ock *schm-ock-Iock *lock-Iock-schm 

(2a) shows the case of a prefix and an inherent aspect of the repre­
sentation of a prefix is that it precedes the base that it concatenates 
to. (2b) shows a suffix which is identical to a prefix except that it 
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follows the base that it concatenates to. (2c) shows a case of redu­
plication in English where schm- causes reduplication and replaces 
part of the repeated word. Crucially, the repetition is caused be­
cause of the requirement to be both "after" and "before" the base 
which causes a loop to be created which is shown in (2d). Formal­
ization of the concatenation of affixes and readjustments to bases 
that result in reduplication is presented in chapter 3.  

Once the resemblance between prefixation, suffixation and redu­
plication is recognized, reduplication only differs from other forms 
of affixation in the type of precedence relationship (i.e. "before" , 
"after", "inside" to create infixes) between the two concatenated 
phonological structures. The types of possible precedence relation­
ships in affixation create a typology of affixes that covers prefixa­
tion, suffixation, infixation and reduplicative templates from a 
simple set of parameters that specify where an affix will attach to a 
base. A similar proposal has been made by Anderson (1992:210) on 
where infixation can be placed so there appears to be a convergence 
on this point between other work and the proposals made here. 

The common thread between the contributions to both phono·· 
logical and morphological theories that the analysis of reduplication 
developed here is that reduplication becomes a well understood 
phenomenon that results from the general architecture of these par­
ticular grammatical modules. No reduplication specific mechanisms 
are required and in a certain sense reduplication is predicted to exist 
as a very common feature in human language. 

Providing an explanation for reduplication is a large claim to 
make and the following chapters of this book show how and why 
this goal is achieved. Chapter 2 investigates the phonological as­
pects of reduplication. One of the most important findings in this 
chapter is that reduplication does not require parallel computation 
that McCarthy and Prince (1995) argue for. The presence of inter­
mediate representations are crucial to understanding the difference 
between the "normal" application of phonological rules and "over" 
and "under" application in the sense of Wilbur (1973). The repre.,. 
sentations employed here to accomplish an analysis of the interac­
tion between phonological rules and reduplication are novel 
because they introduce explicit representation of precedence rela-
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tions among phonological segments. This formal clarification of 
phonological representations provides the crucial phonological en­
vironments that explain the interaction between phonological rules 
and reduplicated structures. The fit between the revised representa­
tions and the empirical behavior of reduplicated structures is a 
strong indication that this approach provides a deep understanding 
of the phonological behavior of reduplication in general. 

Another aspect of phonological theory that is investigated in 
chapter 2 is the role of linearization in phonology. The idea that 
there is a linearization process that ensures representations will 
meet bare output conditions (Chomsky 1995) has been a tenet of 
minimalist approaches in syntax since Kayne (1994). I propose that 
phonological representations must also meet this bare output condi­
tion but that linearization in phonology differs from that in syntax. 
Syntactic linearization maps syntactic hierarchical structures into 
linear sequences of elements while phonological linearization en­
sures that sequences of elements are interpretable at the mo­
tor/perceptual interface. An interesting aspect of the linearization 
process in the phonological component is that it has the character of 
an optimization process where fixed language universal principles 
of economy determine a mapping between an input representation 
and a necessarily asymmetrical output representation. While asym­
metry plays a central role in both syntactic linearization and 
phonological linearization, these two processes appear to be dis­
tinct. Identifying language universal characteristics of linearization 
in phonology will be another contribution of the present approach 
to general phonological theory. 

Chapter 3 examines the morphological aspects of reduplication. 
The revisions to phonological theory proposed in chapter 2 will al­
Iow a purely "item" based morphological analysis of reduplication. 
Several morphological analyses of reduplication patterns based on 
the grammatical model of Distributed Morphology (Halle and Ma­
rantz 1993, 1994) will be presented. Distributed Morphology (like 
Chomsky and Halle 1968) posits an independent level of morpho­
logical representation that precedes the phonological component. 
The morphological component exchanges morpho syntactic features 
for vocabulary items that consist of phonological material. Redupli-
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cative morphemes specify a vocabulary item that triggers a read­
justment which creates a loop in the temporal structure of a previ­
ously spelled out vocabulary item. 

A basic typology that distinguishes roots from affixes and be­
tween different types of affixes exists due to the differing types of 
precedence information that is present in a vocabulary item. Roots 
consist of vocabulary items that have both a specified beginning 
and end. Affixes have a variable in the place of their beginning, 
ending or both as part of the vocabulary item. The setting of a vari­
able that appears in a vocabulary item determines whether the item 
is a prefixal, suffixal, infixal or reduplicative in nature. 

Another reflex of variables used to define precedence relations is 
that templates in reduplication that have been previously used as 
evidence in favor of Prosodic Morphology (McCarthy and Prince 
1986, 1993b) are derived without any reference to an output goal or 
surface representation. The variables that produce the different re­
duplicative templates are similar in form to ones required to de­
scribe the placement of infixes and resemble proposals made by 
Anderson (1992) on where infixed affixes may appear. 

The contribution to the understanding of the morphological as­
pects of reduplication and morphology in general are readily appar­
ent from the broad ranging effects of the revisions to phonological 
representations proposed in chapter 2. The goal of removing tem­
plates from phonological theory first proposed by McCarthy and 
Prince (1994b) is achieved in chapter 3 without dispersing or trans­
ferring the structural information inherent in a template to other 
parts of the phonology. 

Chapter 4 identifies three theoretical issues that distinguish pre­
sent proposals on reduplication from previous ones that have re­
curred throughout previous analyses of reduplication. These issues 
identify the inadequacies of previous approaches to reduplication 
and indicate what an adequate model of reduplication must account 
for. The proposals in chapters 2 and 3 do not suffer from the any of 
the inadequacies identified and appear to have all of the qualities of 
an adequate model of reduplication. Finally, chapter 4 summarizes 
the findings of this book and indicates future directions for re­
search. As with any proposal of substance, many questions that go 
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beyond the topics discussed in this book are generated. Even with 
the large amount of recent work on reduplication many of these 
questions are empirical in nature and can only be answered through 
more research utilizing the representations proposed here. In the 
end, it is the representational proposals in this work that are the 
most important contribution to generative grammar and these repre­
sentations can be utilized by models of grammar different from the 
one assumed in this book. Not all results achieved here are avail­
able to non-derivational models of grammar though and this point 
indicates that reduplication provides general empirical arguments in 
favor of a derivational model of grammar. 



Chapter 2 
The phonology of reduplication 

The theory of reduplication developed here takes strong positions 
on two issues: the nature of phonological identity and the relation­
ship between morphology and phonology. Phonological identity 
will be minimal in that only self-identity will be necessary in order 
to account for backcopying effects in reduplication. Self-identity in 
this sense means that a segment or feature is only identical to itself 
and that there is no mediating function such as correspondence 
(McCarthy and Prince 1995) that instantiates a relationship of iden­
tity between two phonologically distinct entities. The relationship 
between morphology and phonology will also be strong in that the 
phonology receives an impoverished representation to operate on 
from a separate morphology module. These characteristics provide 
a strong indication that the model presented here is adequate in ac­
counting for reduplication without process specific mechanisms. 

The central aspect of the model of reduplication that will be de­
veloped in this and the following chapter is a formalization of ex­
plicit precedence in phonological representations. We will begin by 
discussing how and why explicit precedence should be represented 
in phonology. Once this issue is settled, we begin to investigate 
some of the more complex phonological structures that can be built 
within the revised view of precedence in phonology and how these 
representations can be utilized in accounting for reduplication. The 
final section of this chapter discusses how the notion of a derivation 
allows this model of reduplication to provide an explanation for all 
aspects of interaction between reduplication and phonological rules. 

2.1 Precedence in phonology 

It is often sufficient to consider phonological representations as 
simple strings of segments. That is, in most works (Chomsky 1975 
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and Sproat 1985 being two notable exceptions), linear precedence 
in phonological representations is implicitly represented by left-to­
right spatial orientation in visual diagrams. Accordingly, we have 
phonological representations like those found in (3). In (3) and fol­
lowing, # is used to explicitly indicate the beginning of the string 
and % to indicate the end, eliminating any possible ambiguity from 
the standard use of # alone. 

(3) a. #kret% 
b. #trek% 

Given (3), we are to understand that in (3a) "# precedes k", "k pre­
cedes re", "re precedes t" and "t precedes %" where both # and % 
represent null sets so "# precedes k" is actually understood as 
"nothing precedes k" and "t precedes %" is "t precedes nothing". 
(3b) contrasts with (3a) in that it has the opposite precedence rela­
tionships in that "# precedes t", "t precedes re", "re precedes k" and 
"k precedes %" are all true. The difference between these two 

forms is not based on any segmental information. It is based solely 
on the ordering of the segments and nothing else. 

Following from the assumptions about how precedence is en-· 
coded in representations like (3), we can see that the relation of 
precedence in phonological representations such as (3) is asymmet­
rical, transitive and irreflexive. Precedence is asymmetrical because 
if "k precedes re" in a form then "re precedes k" is necessarily false 
if there are only unique instances of these segments. Precedence is 
transitive because "k precedes t" is true since "k precedes re" and 
"re precedes t" are also true. 1 Finally, precedence is irreflexive be� 
cause there is no way of encoding the idea that a segment precedes 
itself2 in this type of representation. 

Sagey (1990) claims that these characteristics of precedence in 
phonological representations result from real world knowledge pre­
sent in the phonology. Representations that do not have these char-· 
acteristics are ill-formed because they violate conditions of the real 
world, not because of some requirement posited in Universal 
grammar. This allows Sagey to remove all well-formedness condi­
tions on the model of feature geometry that she posits. 
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Sagey' s  point about real world knowledge determining possible 
precedence structures receives new insight when combined with 
Chomsky' s  (1995) bare output conditions. The nature of the pho­
netics motor control interface should be sufficient to characterize 
the limits on possible precedence structures without having to posit 
real world knowledge in a cognitive model. That is, the motor sys­
tem has to be at least minimally adapted to real-world facts about 
time and temporal relations, but does phonology need be? 

The question now is what kind of bare output condition does 
phonology have with respect to precedence structures. On this 
point, I think Sagey is correct in that phonological representations 
must be asymmetrical, transitive and irreflexive in the phonetics 
module. This position entails that precedence be explicitly repre­
sented in phonological representations. If precedence is not explic­
itly represented it can not be determined if a structure is well­
formed or not. 

With the idea of explicit representation in mind, now consider 
the representations in (4). 

(4) a. # � k � re � t � %  
b. %�t�re�k�# 
c. % �k�re�t�# 

If the symbol --) is used to represent the relationship of precedes 
then (4a) and (4b) are equivalent because both representations have 
the following precedence relationships: "# precedes k", "k precedes 
re", "re precedes t" and "t precedes %". (4c) is different from (4a) 
and (4b) since the overall ordering of the form is that "# precedes 
t", "t precedes re", "re precedes k" and "k precedes %". The addi­
tion of a precedence symbol makes explicit the precedence relation­
ships in phonological representations usually only implicit from 
left-to-right graphic ordering. By changing the implicit representa­
tion into an explicit one, we can now more fully explore its charac­
teristics as we can develop the theoretical constructs and vocabulary 
so as to make our definitions more precise. 

Phonological representations that have non-asymmetrical3 and 
non-irreflexive characteristics can now be contemplated. These 
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characteristics are not necessarily aberrant; they simply express 
novel phonological structures that may provide important insights 
into various phenomena. One of the claims of this chapter is that 
these novel phonological representations provide insights into the 
nature of reduplication. Consider an example of total reduplication 
from Indonesian in (5). 

(5) a. # --7 b --7 U --7 k --7 U --7 % 
b. # --7 b --7 U --7 k --7 U --7 % 

�� 
[buku] 
[buku-buku] 

(5a) is the unreduplicated form and it resembles a "traditional" 
phonological representation that respects the characteristics of 
asymmetry, irreflexivity and transitivity. (5b) represents a redupli­
cated form and the distinct part of this representation is that it con­
tains a "loop". The looping nature of (5b) causes this representation 
to be non-asymmetrical and non-irreflexive but the characteristic of 
transitivity remains. 

Transitivity is a basic characteristic of phonological representa­
tions because the ordering of segments is an arbitrary fact of a 
phonological representation. Attempting to derive the ordering of 
segments in the phonology is futile because in all languages [kret] ::J:. 

[trek]. It is thus obvious, that there are non-trivial and non-derivable 
ordering relationships between segments in the phonology and in 
order to fully interpret phonological representations these relation­
ships must be present throughout the phonological derivation. 

The main claim of this chapter is that reduplication is looping. 
The graph representation in (5b) allows phonological representa­
tions to contain loops, a char'acteristic that could not be expressed in 
previous frameworks. Following from this claim is the idea that the 
non-asymmetry that is introduced by the loop is the cause of the 
repetition of material in the phonetic form that listeners recognize 
as reduplication. Repetition is caused by loops in phonological rep­
resentations because of a linearization process that is present within 
the phonology. Since we are assuming that the phonetics module 
imposes bare output conditions of transitivity, asymmetricality and 
irreflexivity on the phonology module there must be some way of 
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ensuring that a phonological representation meets these require­
ments at the phonetics-phonology interface. Otherwise, the phonet­
ics module would not be able to interpret the phonological

' 

representation. 
The idea of a linearization process in phonology is not com­

pletely new. Single melody models of reduplication (Mester 1988, 
Uhrbach 1987) require a linearization process that creates a well­
formed single prosodic structure from the dual prosodic structure of 
a reduplicated form. This particular linearization process owes its 
roots to the idea of tier conflation originally proposed in McCarthy 
(1979). The linearization process utilized in this model of redupli­
cation specifically ensures that representations output from this 
process are asymmetric and irreflexive4 while at the same time pre­
serving the precedence information that is encoded in the graph rep­
resentations. To preserve precedence information in a looping 
structure, the segments that are within the loop are repeated. 

Linearization in phonology appears to be an optimization proc­
ess that attempts to follow certain characteristics. Two inviolable 
characteristics of this process are that the output representation 
must be asymmetrical and no new precedence relationships are 
added during linearization. Only precedence relations that are pre­
sent in the input representation may be present in the output. The 
other goals (sometimes incompletely obtained) of linearization are 
to use morphologically added material before lexical material and 
to generate the shortest possible output. 

Formatives that contain loops have non-asymmetrical structure 
that must be made asymmetrical somehow. The linearization proc­
ess repeats segments in order to create an asymmetrical precedence 
structure from a non-asymmetrical one. Consider the reduplicated 
form from the Indonesian example in (5) repeated below in (6) 
along with possible linearized forms. 

(6) a. # �  b"--7 u � k � u �  % 
�- -,,' --------

b. # "--7 b � u � k � u � b � u � k --� u -� % 
c. # � b � U ---7 k � u � % 
d. # �b "--7U �k �u �b �u �k "--7U -7b �u �k �u � % 
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(6a) presents the reduplicated form that must be linearized in order 
to remove the non-asymmetrical relations within its precedence 
structure. (6b) is the occurring linearized form and we see that 
every link is used at least once and the lexical links have been used 
a second time as a result of using the morphological link from lui to 
fbI (indicated by the dashed link in [6]). Note that linearization re­
sembles the containment model presented in Prince and Smolensky 
(1993) in that no new precedence relations can be added. This lim­
its the computation that is required by the linearization process (Id­
sardi and Raimy 2000). (6c) presents an output that has not used all 
the precedence links in the input form and more importantly a mor­
phological link was not used. Linearization places a priority on 
utilizing morphologically added links and there are cases where the 
use of a morphological link prevents the use of a lexical link. This 
occurs in the analysis of Temiar presented in chapter 3 .  Finally, 
(6d) presents an output that repeats more segments and precedence 
links than (6b) but does not contain any links or segments that are 
not in (25b). This output is rejected because it violates an economy 
condition. Consequently, other outputs like buku-buku-buku-buku, 
buku-buku-buku-buku-buku, etc. that contain gratuitous repetition 
of phonological material are not produced by the linearization proc­
ess because these are not the most economical outputs possible. 

Moravcsik (1978) provides empirical support for the economi­
zation aspect of the linearization process where each loop produces 
only one repetition of material. In this extensive survey of redupli­
cation patterns found in the world's  languages, no pattern of redu­
plication is found that does not have a specific number of 
repetitions of segmental material. Most of the patterns that are cited 
only repeat once, but patterns of double reduplication (e.g. 
Lushootseed, Urbanczyk 1996) do occur. Patterns of double redu­
plication are caused by the presence of more than one reduplicative 
morpheme resulting in multiple loops. The crucial point here is that 
the number of times a section of segmental material is repeated is 
not arbitrary, or random. It is fully under the control of the gram­
mar. 

The representational approach to reduplication presented here 
immediately provides solutions to the issues that have plagued pre-
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vious models of reduplication. If reduplication is a loop, then redu­
plicative morphemes are reduced to a purely phonological repre­
sentation without requiring any additional copying mechanism or 
correspondence functions. This allows reduplication to be ac­
counted by the general architecture of grammar without resorting to 
any process specific mechanism. Linearization is not specific to re­
duplication because it ensures that the bare output condition of 
asymmetry is met by all phonological representations. In chapter 3, 
we will see that infixes also produce complex precedence structures 
where the output of linearization is a different precedence structure 
from the input so it is readily apparent that overt linearization ef­
fects are not limited to reduplication. 

S ince there is nothing process specific in reduplication in this 
representational model, the insight that reduplication is nothing 
more than affixation provided by Marantz (1982) is fully imple­
mented. Reduplicative morphemes consist minimally of a prece­
dence relationship that creates a loop in the temporal structure of 
the base. Prespecification effects indicate that reduplicative mor­
phemes can contain segmental material of their own along the loop 
and it is only the specification of the precedence relationships of a 
morpheme that cause it to be reduplicative. These morphological 
aspects of reduplication will be discussed in much greater detail in 
chapter 3 .  

The other main benefit of the graph theoretic approach to redu­
plication is that a phonological analysis of backcopying effects is 
available without resorting to a transderivational mechanism. We 
will turn to this topic in the next section. 

2.2 Reduplication and phonological rules 

The revision of precedence information present in phonological 
representations proposed in the previous section creates novel 
structures that provide insight into the interaction between redupli­
cation and phonological rules. This section will present case studies 
of the interaction of reduplication and phonological rules that show 
how these novel structures properly describe the observed interac·-
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tions. The particular languages included in this section were se­
lected primarily due to claims that derivational models of redupli­
cation are incapable of providing a conceptually adequate analysis 
of these particular data. Each of the case studies refutes these 
claims because the data are accounted for simply and completely. 
Thus, all of these case studies provide strong evidence in support of 
the model of reduplication presented here. 

2.2.1 Remarks on backcopying 

Raimy (2000) presents analyses of Malay and Akan to refute the 
claims made by McCarthy and Prince (1995) that a derivational 
model of reduplication is conceptually unable to account for back­
copying effects in reduplication. The basic aspects of the analyses 
of Malay and Akan will be presented in order to facilitate the case 
studies in the following sections. I refer the reader to Raimy (2000) 
for the full details of these particular analyses. 

Malay presents a clear case of backcopying. The data in (7) 
show that nasalization spreads rightward in Malay. Nasality is 
spread from a nasal segment to all following vowels and oral ob­
struents block this process. The backcopying of nasal features is 
seen in the reduplicated forms in (7) since the vowels in the word 
initial syllables are nasalized in places that are not transparently 
preceded by a nasal segment (Onn 1980, Kenstowicz 1981). 

(7) a. hama 'germ' hama··httma 'germs' 
b. wanl 'fragrant' wttnl-wttnl 'fragrant (intens.)' 
c. anttn 'reverie' ttnttn-ttnttn 'ambition' 
d. anen 'wind' ttnen-ttnen 'unconfirmed news' 

Pursuing the claim that reduplication is looping, (7d) must have the 
representation in (8). 

(8) #-7a�n-7% 
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Given the representation in (8), the Ia! is preceded by both # and In/. 
Thus, Ia! is preceded by a nasal segment though that is not the only 
thing that precedes it. Once this aspect of the representation is real­
ized, the behavior of nasal spread in Malay reduplicated forms is no 
longer surprising. Given this representation, it is expected as long 
as having a nasal before a vowel is sufficient to trigger nasalization. 

Seong (1994) posits the nasal spread rule in (9) to account for 
the nasal spread process in Malay. (The arrow between the C and V 
is the precedence link.) 

(9) C ----->7 V 

I 
root �[+cons] "\ [+son] 

[ -cont] 

I 
root �-consl 

[+son] 

SL SL 

I� --I [nasai]---

place place 

To complete the formulation of this rule, we must also specify that 
this rule is iterative (Archangeli and Pulleyblank 1994). 

The question that must now be addressed is whether the rule in 
(9) should apply in the representation in (8). The leI that follows lUI 
should clearly be nasalized because it is in an environment that 
triggers the rule in (9). The more important question is whether the 
word initial Ia! should also be nasalized. Because of the addition of 
the precedence link from Inl to Ia! caused by the reduplicative mor­
pheme, the word initial vowel appears in two distinct environments 
at the same time. Ia! is in both a word initial environment [# � a] 
and a postnasal environment [n � a]. Is this situation sufficient to 
cause the nasal spread rule to apply? 

The empirical facts (for the Penang dialect) indicate that the na­
sal spread rule in Malay does apply in this case. ( 10) shows which 
segments have the feature [nasal] in the reduplicated structure be-
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fore and after the application of the nasal spread rule. The dotted 
line indicates spreading of a feature in (lOb). 

(10) a. [nasal] [nasal] I I 
#�a·-7IJ�e�n�% � 

b. [nasal] 
I \\ #�a�lJ�e�n�% 

�",,� J � " ,  [nasal] 

(lOb) shows that the nasal spread rule spreads nasal from IIJI to leI 
and from In! to Ia!. Later (lOb) will be linearized producing the 
form in ( 1 1) .  

( 1 1 )  [nasal] 
�/I\� 

#�a�lJ�e�n�a�lJ�e�n�% 

( 1 1) assumes that the two nasal features in (lOb) have been fused 
into a single one as part of the linearization process which econo­
mizes all aspects of the representation, not just precedence infor­
mation. This fusion of [nasal] is not a required feature of this 
analysis so an alternative form of ( 1 1 )  might retain two (or three) 
separate [nasal] features. This does not affect the present analysis. 

With an analysis of backcopying in Malay in hand, let us tum to 
Akan. This example of underapplication and surface normal appli­
cation of a rule in a reduplicated form is important because it pre­
sents a case where a phonological rule behaves differently from the 
nasal spread rule in Malay. 

McCarthy and Prince (1995:340-345) present the interaction of 
palatalization and reduplication in Akan as a case of underapplica­
tion of a phonological process. This example is interesting because 
palatalization does occur in some reduplicative forms. The predic­
tion of when the palatalization rule should underapply and when it 
should apply normally is the issue at hand. 

McCarthy and Prince (1995:34 1)  follow Schachter and Fromkin 
(1968) in claiming that Akan shows a process of palatalizationS 
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where [dorsal] segments are prohibited from preceding non-low 
front vowels (iII or e/8). The data in (12) support this position. 

(12) tr;8 *k8 'divide' 
�e *ge 'receive' 
ql *wi 'nibble' 
91 *hl 'border' 
jlqln *tJwm 'weave' 

Dorsal segments that are present in Akan (k, g, w and �() and /hi 
usually do not precede a non-low front vowel. McCarthy and Prince 
claim that this is due to a process that spreads [coronal] from the 
vowel onto the preceding [dorsal] segment. 

Some reduplicated forms violate this generalization because both 
[dorsal] segments and /hi can appear before non-low front vowels. 

(13) kl-ka? 
hI-haw? 

*tr;I-ka? 
*�I-haw? 

'bite' 
'trouble' 

This particular pattern of reduplication in Akan is CV with the V 
being pre specified for the feature [high] and it receives its value for 
[back] from the following vowe1.6 Since we are interested in the 
palatalization process, we will only be looking at reduplicated 
forms with non-back vowels. In order to facilitate discussion, I will 
notate the vowel in the reduplicant as III. This will allow us to focus 
on the question as to why this vowel does not trigger palatalization. 

CV reduplication with a prespecified vowel can be represented 
as the addition of the prespecified vowel with precedence links to 
and from the word initial consonant. This approach produces the 
representation in (14). 

(14) 

Given the representation in (14), we must now formulate the pala­
talization rule. McCarthy and Prince ( 1995) propose that palataliza-
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tion is the result of spreading [coronal] from the non-low front 
vowel onto the [dorsal] segment creating a complex palatal seg­
ment. Using this suggestion, we can formulate this rule as in (15). 

(15) 

Considering the Malay example, we would expect that the palatali­
zation rule in (15)  should apply to the form in (14) because the 
structural requirements to trigger (15) are met. This is not the case 
though. This points out a fundamental difference between Malay 
and Akan, one which can not be predicted by the nature of the rules 
or representations. We must therefore say that this difference in op­
eration is an option provided by universal grammar to rules, and we 
will call this the Uniformity Parameter. 

The difference between the behavior of the nasal spread rule in 
Malay and the palatalization rule in Akan then follows from the 
setting of the Uniformity Parameter in the structural description of 
the rule. The Uniformity Parameter determines whether a rule re­
quires all environments that a segment appears in to satisfy the 
structural description of the rule or if only a single environment is 
sufficient to trigger the rule. All rules will have this parameter set to 
either on which requires all environments be uniform to trigger the 
rule or offwhich only requires a single instance of a triggering envi­
ronment to be present. 

The nasal spread rule in Malay has its Uniformity Parameter set 
to off which indicates that uniformity of environments is not re­
quired to trigger this rule. The off setting of the Uniformity Pa­
rameter coincides with the overapplication of a rule in a 
reduplicated form. 

The on setting for the Uniformity Parameter requires that all en­
vironments that a segment appears in satisfy the structural descrip­
tion of a rule in order for that rule to apply. This is the case for the 
palatalization rule in Akan. By setting the Uniformity Parameter for 
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this rule to on, the rule will not apply to the representation in (14) 
because the segment that undergoes palatalization does not reside in 
environments that uniformly satisfy the structural description of the 
palatalization rule. 

The !k/ in (14) is in an environment that triggers the palataliza­
tion rule [k � I] and at the same time in an environment that does 
not [k � a]. This situation does not satisfy the Uniformity Parame­
ter setting on the palatalization rule so the rule does not apply. 

The most persuasive evidence for the on setting of the Uniform­
ity Parameter for the palatalization rule is provided by the redupli­
cated forms in Akan that do show palatalization. These forms are 
presented in (16). 

(16) a. �I-�e 
b. tr;qi -tr;qe1 

*gI-ge 'receive' 
*kwi-kwe 'cut' 

The [dorsal] segments in these forms occur in accidentally uniform 
environments and are immediately accounted for by the present 
analysis. Consider the representations in (17). 

b. # --7 k � w � e � 1 ,� % 

1'.i/' 
1 

Both of the forms in (17) undergo the palatalization rule and if we 
consider all the environments the [dorsal] segments appear in we 
immediately understand why. In (17a) the /g/ appears in two dis­
tinct environments, [g� e] and [g � I]. Both of these environ­
ments trigger palatalization because in each a [dorsal] segment 
precedes a non-low non-back vowel.7 Since both environments 
trigger the palatalization rule, the Uniformity Parameter for this rule 
is satisfied and the rule is triggered. (17b) is a similar case with the 
only modification being that the palatalization rule must be allowed 



22 The phonology of reduplication 

to iterate through the whole onset. Thus, first the /w/ is palatalized 
since it occurs in a uniform environment that triggers palatalization 
and after this the /k/ is palatalized from the /w/. 

The fact that setting the Uniformity Parameter to on correctly 
predicts the behavior of palatalization in reduplicative forms in 
Akan is a remarkable finding that lends strong support to this hy­
pothesis. Akan provides support for the Uniformity Parameter not 
only due to its contrast with Malay in that Akan shows underappli­
cation effects but most importantly, the prediction made by requir­
ing uniformity of the triggering environment is completely 
confirmed by the forms in (16). 

To summarize, the discussion of palatalization in Akan has pre­
sented two important points. First, underapplication is due to the 
Uniformity Parameter. Second, Akan confirms the Uniformity Pa­
rameter on the palatalization rule because forms that accidentally 
satisfy the uniformity requirement on the triggering environment of 
this rule do show palatalization. 

The analysis of backcopying in Raimy (2000) is a major advance 
over all previous analyses because of the lack of reduplication spe­
cific mechanisms. The type of phonological identity that is present 
in this analysis is the minimal possible kind that is present in all 
models of phonology. A segment is identical only to itself. This a 
characteristic of phonology in general. 

The assumption of a derivation is also not reduplication specific. 
Evidence for a derivation in phonology comes primarily from phe.;. 
nomen a other than reduplication. In fact reduplication is supposed 
to be a prime argument against the derivation in phonology ac­
cording to McCarthy and Prince (1995). Ironically, in the model 
here derivation is crucial to understanding backcopying effects. 

Prelinearization representations and postlinearization represen­
tation differ only in how precedence information is represented. 
Reduplicated forms are phonological representations containing 
non-asymmetric precedence structure before linearization occurs. 
Non-asymmetry in a phonological representation causes some seg­
ments to occur in multiple environments. Linearization removes 
non-asymmetrical characteristics from phonological representations 
by repeating the section of a phonological string that is non-
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asymmetrical. The repetition that results from linearization splits 
multiple environments in which a segment appears into simple but 
distinct environments. 

A derivation explains the difference between prelinearization 
and postlinearization representations as just the application of a 
process. As long as a process does not apply vacuously, we expect 
representations to change in the course of a derivation. That repre­
sentations change over the course of a derivation is the explanation 
of opacity effects and this was Chomsky's  the primary motivation 
for generative phonology (Chomsky 1975:25-26). Opacity occurs 
when an environment that is pertinent to the application of a rule is 
modified after the rule applies. The resulting effect is that it appears 
that there is an exception to a rule, either a rule applied in a place 
where it should not have or it didn' t apply in a place where it 
should. 

The present analysis of backcopying reduces overapplication and 
underapplication effects in reduplication to opacity effects. This 
point refutes the whole typology of overapplication, underapplica­
tion and normal application (Wilbur 1973) because the rules that 
show these characteristics always apply (or fail to apply) in a nor­
mal fashion within the context of a derivation. The phenomena of 
overapplication and underapplication are simple opacity effects re­
sulting from the linearization process affecting phonological repre­
sentations that are non-asymmetrical in nature. The interaction of 
phonological rules and reduplication is just a quirk of the complex 
phonological structures built by reduplicative morphology. 

Now that the basic features of the analysis of reduplication have 
been presented we can turn to other case studies. Each of the fol­
lowing languages has a reduplication pattern that supports the basic 
claim that no reduplication specific machinery is present nor is any 
required in the model of reduplication presented here. 

2.2.2 Chumash III deletion 

Chumash (Inesefto) is another case where a phonological process 
changes its behavior depending on what phonological environments 
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are present. Applegate (1976:28 1) reports a process that deletes /1/ 

before dentals ({ t, c, s, n, I} for this dialect of Chumash) that un­
derapplies in some reduplicated environments and overapplies in 
others. Applegate (1976:28 1)  presents the data in ( 1 8) to show the 
underapplication of this process in some reduplicated forms. 

(18) s-talik + R > s-tal-talik 
c'aluqay + R > c' al-c'aluqay 
s-pil-kowon + R > s-pil-pilkowon 

'his wives .. . '  
'cradles' 
'it is spilling' 

The interesting aspect of this Chumash data is the fact that the /1/ 
deletion process can overapply in some reduplicative forms. Apple­
gate (1976) only presents one form (in 19) but there is a difference 
between this form and the forms in (18) that allows the behavior of 
the of III deletion process to be predicted and understood. 

(19) s-pil-tap > spitap +R > s-pit-pitap 'it is falling in' 

The form in ( 19) is a case of overapplication according to 
McCarthy and Prince ( 1995:346) because a potential surface form 
for (19) is the form, s-pil-pitap, that shows normal application of 
the /1/ deletion process is expected given the morphological struc­
ture for ( 19) that they assume. The morphological structure for the 
form in (19) is as in (20). 

(20) 

s 

pil Root 
I tap 

The analysis that is available given the representational advances 
of the present proposal claims that the behavior of the /1/ deletion 
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rule is dependent on the Derived Environment Condition (Kiparsky 
1982). First, we must refine the Derived Environment Condition to 
only consider segmental material and to ignore precedence infor­
mation in determining whether a derived environment has been cre­
ated. In other words, for a Derived Environment Condition on a rule 
to be satisfied, there must be a precedence relation between seg­
ments belonging to two distinct morphemes. In cases where a 
precedence relation is between two segments of a single morpheme 
the Derived Environment Condition is not met. Whether a prece­
dence link connects segmental material from a single morpheme or 
not is an important issue in reduplicated forms. Consider the graph 
for a form in (18) created by the morphology, shown in (21). 

(21) # -7 c' -7 a -7 1 -7  u -7 q -7 a - -7  y -� % 
� .,/ - - - - -

The dotted back link in (21) that creates the loop in this form is the 
result of a different morpheme from the base. This conceivably 
could be enough to cause the Derived Environment Condition to be 
satisfied but it does not for this example. The reason for this is that 
although the dotted back link has been added to the base, this 
precedence link connects segments from a single morpheme. 
Throughout this chapter we will find that this sort of reduplication 
does not count as a derived environment. Chapter 3 will claim that 
many reduplication patterns (if not all) result from readjustment 
rules and that readjustment rules in general do not count as derived 
environments. Returning to (21), the segmental material of two 
morphemes do not become adjacent as a result of the reduplicative 
morpheme and consequently the Derived Environment Condition is 
not met. 

The Derived Environment Condition is met in the form in (19) 
because the /1/ that eventually deletes is from a different morpheme 
from the coronal that follows it. How the Derived Environment 
Condition is met in this graph is readily apparent if the different 
morphemes are distinguished graphically as in (22). The order of 
affixation is directly derived from the morphological tree in (20) 
and each morpheme is presented on a separate row. 
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(22) a. # -7 t -7 a -7 p -7 % 

c. # -7 t -7 a -7 p -7 % 

� , 
p' -7 i -7 1  

1:'-. ' 
l' .... .... _ _ _  - "' �  

(22a) shows the root itself before any affixation occurs. (22b) 
shows the concatenation of Ipill which is a prefix. (22c) then shows 
the concatenation of the loop triggered by the reduplicative mor­
pheme. Finally, (22d) shows the final affixation of the prefix lsI. 

The complex graph of segmental material that is built by the 
morphology module contains all of the information that is needed 
for the III deletion rule to apply in (21) but not in (22d). The crucial 
aspect of the representation in (22d) is that the III deletion rule is 
not triggered by the phonological material added as the spell out of 
the reduplicated morpheme. This material is indicated by the 
dashed back link from III to Ip/. As in (21) this link connects the 
segmental material from a single morpheme to itself and thus does 
not satisfy the Derived Environment Condition. Instead, the De·· 
rived Environment Condition on the III deletion rule is satisfied by 
the precedence link from III to It! (added as part of the prefixation of 
Ipill in [22b]) that does link segmental material from two distinct 
morphemes. 

The difference in morphological composition between the forms 
in (21) and (22d) allows the behavior of the III deletion rule in 
Chumash to be predicted but this is only one relevant aspect of this 
particular set of data. The nature of the III deletion rule itself must 
now be investigated. 

Deletion processes raise interesting questions about how these 
processes affect a precedence structure. There are three basic possi­
ble interpretations of deletion of an entire segment in a precedence 
structure. The first possibility is to actually remove the deleted 
segment. The problem with this approach to deletion given the pre-
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sent representations is that removing a segment creates a break in 
the precedence structure which must then be repaired. Because of 
the additional requirement of making a repair to the resulting 
precedence structure, this first interpretation of deletion will be set 
aside as we consider other alternatives. 

A different interpretation of deletion is to combine the "deleted" 
segment with another one. This operation would coalesce two seg­
ments and the precedence information regarding these segments 
into a single segment. Deletion as coalescence will be symbolized 
by putting a dashed circle around a description of the segments that 
should be affected. /11 "deletion" in Chumash can be represented as 
in (23). 

(23) 

(23) indicates that a sequence of 11/ followed by a coronal should be 
combined into a single segment. Coalescence as a process removes 
the precedence structure that occurs between the segments that are 
combined. Applying (23) to the representation in (22d) produces 
the precedence graph in (24b). (24a) indicates the segments that are 
affected by (23) by putting a dotted circle around them and (24b) 
shows the result of the coalescence of these segments. 

Linearizing (24b) produces the correct output form and this shows 
that a coalescence approach to deletion is available in Chumash. 

An alternative to the coalescence analysis of deletion is one 
where a precedence link is added to "jump over" the deleted seg­
ment. This approach to III deletion in Chumash would posit a rule 
that adds a precedence link from the segment preceding III to the 
segment that follows 11/. Explicit formulation of this kind of rule 
will be addressed in chapter 3 so for now only the result of this par-
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ticular rule will be shown. Adding a jumping link over /l/ as an ap­
proach to deletion would produce the precedence graph in (25) 
from (22d). The added jump link is indicated by a dotted arrow. 

(25) 

Although the jump approach to deletion is a plausible analysis for 
11/ deletion in Chumash it does not produce the correct results. 
There is no possible linearization of the graph in (25) that produces 
the correct form spitpitap . Linearization will begin with the se­
quence of #spi and then be faced with the decision to follow the 
added jump link or not. If the jump link is followed then the result­
ing linearized form is *#spitap% with no 11/ or reduplication be­
cause the beginning of the loop is anchored on the skipped III 
segment. The alternative linearization is to ignore the jump link at 
first and follow it after the reduplicative loop has been used but this 
produces *#spilpitap% (an outcome that shows "normal applica­
tion" of the 11/ deletion rule) which is also incorrect. Because of this 
result, the coalescence approach to /11 deletion will be adopted for 
Chumash: it should be noted here that in chapter 3 the jump link 
analysis of deletion will be crucial in accounting for reduplication 
in Tohono O'odham and both the coalescence and jump link inter­
pretation of deletion are required to account for Indonesian. 

To summarize the present case study of the interaction of Chu­
mash 11/ deletion and reduplication, an analysis of over and under 
application of /l/ deletion in Chumash based on the proposals in this 
chapter has been presented. III deletion is reanalyzed as the coales­
cence of 11/ with a following coronal segment. This coalescence rule 
requires the Derived Environment Condition to be met. Cases 
where "/1/ deletion" appears to overapply are ones that satisfy the 
Derived Environment Condition and cases where "/1/ deletion" ap­
pears to underapply do not. The surface appearance of over- and 
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underapplication is an opacity effect that results from the lineariza­
tion process eliminating parts of the whole precedence graph. 

It must be restated that this analysis accounts for the intricate 
interaction between reduplication and III deletion without any re­
course to any type of surface evaluated Identity Constraint (Wilbur 
1973) or correspondence (McCarthy and Prince 1995). Instead, this 
is another case that shows that the simple ordering of processes in a 
derivational model of phonology can empirically and conceptually 
account for reduplication and associated phenomena. 

2.2.3 Chaha Ix! dissimilation 

Kenstowicz and Banksira (1999) analyze Chaha as providing an­
other case of backcopying. The process in question is continuant 
dissimilation that derives [k] from Ix! when Ixl is followed by a 
[+cont, -son] segment. Banksira (1997) argues that [k] is a derived 
segment, coming from either a dissimilated Ix! or from the simplifi­
cation of a geminate Ix!. It is the presence of [k] in reduplicated 
forms that is at issue here. A sampling of the data Kenstowicz and 
Banksira (1999) present that represents the distribution of [k] and 
[x] is found in (26) and (27). Note that the original source of the 
data is Banksira ( 1997). All forms are presented in the 3rd person 
masculine singular. 

(26) a. Ix! in final position of radical 
Jussive Imperfect Perfect 
ya-frix yi-farx fanax8 

ya-mas(i)x yi-mes(i)x mesax 
ya-t-famax yi-t-famax ta-famax 

b. Ix! in initial position of radical 
Jussive Gloss 
y-a-xatir 'precede' 
ya-xram 'spend year' 
ya-xwarir 'amputate' 

Root 
Ixtrl 
IxrmI 
Ixwrl 

Gloss 
'tolerate' 
'chew' 
' lean on' 

Root 
Ifrxl 
Imsx! 
Isyrnx/ 
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Now compare the following forms, also in 3rd singular masculine 
Jussive, that contain Ix! in the initial position of the radical but have 
a [+cont, -son] segment (If, s, z, 1/) following in the radical. 

(27) Jussive Gloss Root 
ya-kza13 'become inferior' Ixzf,1 
ya-kad 'deny' IX1df 

ya·-kfir 'separate' Ixfrl 
ya-kasis 'accuse' Ixsl 
ya-ktif 'hash' Ixtfl 

(26a) shows that underlying Ixl is realized as [x] when it is in final 
position in a root. (26b) presents cases where Ix! is in initial posi­
tion of the root and appears as [x] because it is not followed by a 
[+cont, -son] segment. (27) presents cases where Ix! is realized as 
[k] because a [+cont, -son] segment follows.  The form ya-ktif 
'hash' is particularly interesting because it shows that the dissimi­
lation of Ix! due to a following [+cont, -son] segment does not 'ap­
pear to be a strictly local operation. We will ignore this aspect of 
the dissimilation process of Ix! and assume the rule in (28) ade­
quately characterizes this process. 

(28) 1x! -7 [-cont] I _ . . .  [+cont, -son] 

This is the level of formulation of this process (translating 
Kenstowicz and Banksira' s constraint into a rule) offered by 
Kenstowicz and Banksira ( 1999) so the analysis being developed 
here can be equated with that offered by Kenstowicz and Banksira 
on this point. This is important if we are to compare the analysis 
presented here against the one presented by Kenstowicz and Bank­
sira. 

Given the rule in (28) and the representations already presented 
in earlier sections, we can account for the backcopying phenomena 
in reduplicative forms. Kenstowicz and Banksira ( 1999:578, 580) 
present the following examples of total reduplication and final re­
duplication. 
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(29) a. Total reduplication with a [+cont, -son] in the root 
kaskis 'smash' Ixsl 
kaka 'dry totally' Ixrtl 
kyakyif < Ikyafkyifl 'sprinkle' Ixyfl 

b. Total reduplication without [+cont, -son] in the root 
katkit 'crush' Ixt! 
a-g-kWatkwit 'remove weeds' Ixwt! 
kakim < lkamkiml 'trim' Ixml 
a-g-kWarkwir 'make lump' Ixwrl 
kakir < lkarkirl 'hold in armpit' Ixrl 

c. Final reduplication 
sikik 'drive a peg' Isx! 
a-Fkik 'squat' Ifwx! 
akik 'scratch' Irtx! 
bWakak 'talk a lot' Ibwx! 

Kenstowicz and Banksira echo McCarthy and Prince' s  claim that a 
derivational approach to reduplication can not account for the back­
copying effects present in (29b). Backcopying is present in the 
forms in (29b) because it is the Ixl itself that is causing Ix! to dis­
similate to [k] . This must be the case because there are no other 
[+cont, -son] segments in the root to trigger the Ix! dissimilation. 
Backcopying is also present in (29c) because Ix! is in final position 
of the root and thus no triggering segment could follow. This effect 
is accounted for in a natural way within the present proposals 
though. Consider the representation in (30). 

(30) Ixt! katkit 'crush' ( a� 
# --7 k --7 i - H --7 %  

� 
Given this phonological representation, two issues must be ad­
dressed. The first one is how the non-concatenative nature of Se-
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mitic phonology is affected by the proposals on the representation 
of reduplication made here. The second will be how the long dis­
tance character of this continuant dissimilation process can be en­
coded in these new representations. 

The main impact that the proposals here have on Semitic mor­
phology is to bring non-concatenative morphology much closer in 
nature to concatenative morphology than previously thought. This 
situation is created by the ability for the morphological component 
to directly alter overall precedence structures in underlying repre­
sentations by simply adding new precedence relationships. The well 
recognized difference between concatenative and non-concatenative 
morphology can be reduced to a difference in the precedence rela­
tionships added by affixes. Concatenative morphology in general 
only contains precedence relations in affixes that produce prefixes 
or suffixes while non-concatenative morphology instantiates more 
affixes that have infix like precedence relations. 10 

For the purposes of the present examples, we can assume that the 
morphological component produces the phonological representation 
in (30). The crucial aspect of (30) that is relevant to the present dis­
cussion is the looping structure that indicates there will be repeti­
tion of the consonants. Whether (30) is monomorphemic and thus 
stored as it is represented or polymorphemic and constructed within 
the morphology is orthogonal to the analysis of Ixl dissimilation 
that will be developed here. Consequently this issue will be left 
aside so we can focus on more pertinent ones. 

Given a representation like (30), the long distance character of 
the Ix! dissimilation process that derives [k] from Ix! can be under­
stood as a search in the precedence graph for a [+cont, -son] seg­
ment. Apparently, this process is triggered by the presence of Ix! in 
an underlying form. ll To find the answer to this question, a search 
that follows the precedence relations is begun from any Ix!. This 
search is iterative in that the precedence graph is followed until ei­
ther a [+cont, -son] segment is found or the end of the precedence 
structure is reached. With this understanding we can return to (30). 

The reduplicated form in (30) shows the alternation of Ix! to [k] 
because the loop in this representation allows the continuant search 
to find the segment that initiated this search. Forms that have a sur-
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face [x] are all forms that do not show reduplication (and thus do 
not have a loop) and do not have a continuant segment following 
the Ixl either locally or at a distance. This difference is shown in 
(3 1) .  

(31 )  a. ya-xdir Ixdrl 'thatch' $-7t-7 d -7 i -7 r .� %  y -7 d  
b. ya-kfir Ixfrl 'separate' $-7t--.7 f-7 i -7 I-7 % 
y -7 d  
c.  katkit Ixt! 'crush' 

If we consider the paths that can be followed starting from the Ix! in 
each of the forms in (3 1), we can see why dissimilation occurs in 
(3 1b,c) but not (3 1a) .  In (3 1 a), if we follow a precedence path 
starting from Ixl we reach the end of the graph before any [+cont, 
-son] segment is  reached. Thus, no dissimilation. (3 1b) is a very 
similar situation except that a [+cont, -son] segment is found before 
the end of the graph is reached and this triggers the Ix! dissimilation 
rule. The reduplicated form in (3 1c) also shows a successful search 
for a [+cont, -son] segment, thus triggering dissimilation. The cru­
cial part of (3 1c) is the precedence link from Ix! to It!. This is what 
creates the loop that allows the Ix! to find itself and thus trigger dis­
similation. 

This analysis accounts for the total reduplication and final redu­
plication facts presented by Kenstowicz and Banksira (1999). The 
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backcopying effect seen in these types of reduplication is due to the 
Ix! segment "finding itself' via the loop in the phonological repre­
sentation and thus triggering dissimilation. Later in the derivation, 
linearization occurs and produces the surface form that shows 
overapplication and backcopying of the Ix! dissimilation process. 

Continuing the analysis of backcopying in Chaha, there is an in­
teresting twist when cases of medial reduplication are considered. 
Consider the forms in (32) which add new facts to the overall pat­
tern of Ix! dissimilation. 

(32) a. [+cont, -son] roots 
N onfrequenti ve 
Imperative Imperfect Perfect Gloss Root 
nik(i)s yi-rak(i)s nakas 'bite' Irxsl 
nik(i)f yi-rak(i)f nakaf 'quarrel' Irxfl 
fika yi-f<:lka f<:lka 'flee' IfxfJ.I 

Frequentive 
Imperative Imperfect Perfect Gloss Root 
tik<:lk(i)s yi-tk<:lk(i)s tikakas 'bum' Itxsl 
ta-rkak<:lf yi-ti-rkakaf t<:l-rkakaf 'quarrel' Irxfl 
a-fkaka y-a-fkaka a-·fkaka 'vanish' IfxfJ.I 

b. no [+cont, -son] roots 
Nonfrequentive 
Imperative Imperfect Perfect Gloss Root 
six<:lr yi-sxar sakar , 

get drunk' Isxrl 
mixir yi-maxir makar 'advise ' Imxrl 
nixa{3 yi-raki{3 naka{3 'find' IrX{3 I 

Frequentive 
Imperative Imperfect Perfect Gloss Root 
ta-sxaxar yi-t-sikakar ta-skakar , 

act naughtily'/sxrl 

t<:l-mxaxar yi-ti-mkakar ta-mkakar 'advise eO. 0. ' Imxrl 
ta-rxaxa{3 12 yi-ti-rkaka {3 ta-rkaka{3 ' show up' Irx{31 
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The important aspect of the forms in (32) is that there is no dis­
similation of Ix! to [k] in the frequentive imperative forms in (32b) 
while dissimilation of Ix! is present in all other frequentive forms. 
Another related issue is to explain the presence of [k] in the nonfre­
quentive perfect forms in (32b). These [k]s appear to be uncondi­
tioned. These two anomalies must be accounted for in some man­
ner. 

The anomalies are resolved once we consider the morphology 
that distinguishes the forms in (32). Specifically, we must take note 
of a gemination process that is triggered in the imperfective and 
perfective forms (but not the imperative) by the addition of the 
I-t(a)-I morpheme to the frequentive forms in (32) (Banksira 1997, 
Kenstowicz and Banksira 1999). Awareness of this process allows 
us to understand the unique behavior of the imperative frequentive 
forms in the following way. Note that there is a general degemina­
tion process active in Chaha (Banksira 1997:76) which will undo 
the morphological gemination at a point later in the derivation. 

The analysis presented here will show that the reason why the 
imperative frequentive forms in (32b) do not have a surface [k] is 
that the continuant dissimilation process only applies in nonderived 
environments. As in the analysis of Chumash, whether added 
phonological material qualifies as a derived environment is depend­
ent on whether segmental material from one morpheme is con­
nected to segmental material from another morpheme. Chaha will 
provide strong evidence that added precedence structures that do 
not contain segmental material and only connect segments from a 
single morpheme do not count as derived environments. 

The morphology of Semitic languages is complex with impor­
tance given to both roots and templates (McCarthy 1979). This 
view of Semitic morphology causes all representations given to the 
phonology by the morphology to be morphologically complex. De­
termining what parts of these morphologically complex forms count 
as derived environments and which parts do not allows the applica­
tion of the Ix! dissimilation process in Chaha to be understood. 

From the cases of total and final reduplication in Chaha already 
analyzed it appears that however a template is interpreted its com· 
bination with a root does not count as a derived environment. Con-
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sider the representations in (33) examples of final and total redupli­
cation are presented. 

(33) a. # -> s --> i 1X! % => # -->  H i  1:'5 % 

1: 

b. ra � ra � 
# � x � i � t � %  => # � k � i � t � % � � 

Both final reduplication and total reduplication result from tem­
platic pressure requiring a final consonant. This forces the looping 
structure in both (33a) and (33b). Both representations in (33) show 
the application of Ix! dissimilation so all of the precedence relation­
ships attributed to a template do not count as derived environments. 
Additional morphemes added to the root and template structure'do 
act as derived environments though. 

Cases of total and final reduplication in Chaha can now be con­
trasted with the frequentive forms of verbs presented in (32). These 
forms have the middle consonant of the root reduplicated in re­
sponse to being in the frequentive. This can be seen when the non­
frequentive forms are considered. By restricting the Ix! dissimila­
tion rule to applying only in nonderived environments, only certain 
parts of the precedence structure in frequentive imperative are rele­
vant in determining whether Ix! dissimilation should apply. Con­
sider the frequentive imperative forms again, below as (34), along 
with representative graph representations. 

(34) a. Ix! followed by a [+cont, -son] roots 
nikak(i)s 'bite' Irxsl 
tikak(i)s 'bum' Itxsl 
ta-rkakaf 'quarrel' Irxfl 
a-fkaka 'vanish' If xli 

b. ta-rkakaf 'quarrel' Irxfl 
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# � r �
1!

x � a � f � % � , A I ... 

V, /1\ I \ , , \ I 
, \ / l 

t � a  � a"" 

c.  Ix! not followed by a [+cont, -son] roots 
ta-sxaxar 'act naughtily' Isxrl 
ta-rnxaxar 'advise each other' Irnxrl 
ta-rxaxa13 'show up' Irx131 

d. ta-sxaxar 'act naughtily' Isxrl 

# �  s �x � a -" H" ---7 % , A ,  ... 

V
, /,\ , \ , , I , , \ /./ 
t � a '� a ""  

The different behaviors of the forms in (34a) and (34c) are directly 
accounted for by the claim that Ix! dissimilation only occurs in non­
derived environments. This claim limits the search function of the 
Ixl dissimilation rule to only certain parts of the precedence struc­
tures in (34b) and (34d). Precedence relations that count as derived 
environments are indicated by dashed arrow lines. Crucially, these 
paths can be attributed to an infixed lal13 that anchors its preceding 
and following links on the middle consonant of the root. The spell­
out of the frequentive morpheme in Chaha is this infixed looping 
vowel. The reduplicating loop of the infixed vowel counts as a de­
rived environment because of the segmental material associated 
with it. Following from this point, these paths will be ignored by 
the Ix! dissimilation rule. The forms in (34a) show application of 
the Ix! dissimilation process because of the [+cont, -son] segment 
that follows the Ixl in the root, not because of the loop in the 
phonological representation added by the frequentive morpheme. 
The forms in (34c) do not show Ixl dissimilation because there are 
no [+cont, -son] segments that follow the Ix! if links and segments 
that are derived environments are ignored. 

The forms that must still be accounted for in (32) are the perfec­
tive and imperfective forms of frequentive and nonfrequentive 
verbs in (32b). As before, once we investigate the morphology in-
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volved in these forms, we will see that they follow the same gener­
alizations and principles as all other forms. There are no exceptions. 

Abstracting away from some vowel changes, one of the differ­
ences between the frequentive and nonfrequentive forms is the 
presence of the reflexi ve-passi ve morpheme I-t( a )_/. 14 One reflex of 
this morpheme is the gemination of the middle radical in the imper­
fect and perfect forms but not the imperative forms. Morphologi­
cally triggered gemination is the key to understanding the nature of 
the Ix! dissimilation present in the remaining data in (32). A repre­
sentative sample of these remaining forms is presented in (35). 

(35) N onfrequenti ve 
Imperfect Perfect Gloss Root 
yi-sxar sakar 'get drunk' Isxrl 
yi-maxar makar 'advise' Imxrl 
yi-raxi(3 ndkd{3 'find' /rx{3/ 

Frequentive 
Imperfect Perfect Gloss Root 
yi-t -sikaka r ta-skakar 'act naughtily' Isxrl 
yi-ti-mkakar ta-mkakar 'advise each other' Imxrl 
yi-ti-rkaka {3 ta -rka ka {3 'show up' Irx{31 

Where morphological gemination occurs will explain the pattern of 
Ix! dissimilation in all of the forms in (35). 

All of the frequentive forms undergo gemination of the second 
radical as the result of the presence of the It(a)/ morpheme (Bank­
sira 1997). Morphological gemination in Chaha will be accounted 
for through the addition of a precedence relation from the medial 
consonant of a triliteral radical back to itself. Since the addition of 
this particular link does not add any segmental material it will not 
be a derived environment Gust as in the Chumash III deletion exam­
ple in section 2.2.2) and thus can trigger Ix! dissimilation. With this 
view of morphological gemination in mind, consider the represen­
tations for the frequentive imperfect in (36) where derived envi­
ronments are indicated by dashed arrows. 



Reduplication and phonological rules 39 

(36) a. yi+sikakar 'act naughtily' Isxrl 

o 
l#\l�t.. ·p x � a � r �  % => 

I I I , / I 
t \� a �  

� 
y � i  

# - H  .}2 . - H  --> % 1\. 1.\ ,'  '\ �I \ I 

t \� a � 

� 
y � i  

b. ta-skakar 'act naughtily' Isxrl 

o 
# � s � x � a � r � %  t 1.\ 71 '\ I ' I I \ / t  
t � a \� a "-

=> 

The gemination of the middle consonant of the radical caused by 
the frequentive morpheme I-ta-I is indicated by the self loop in the 
imperfect form in (36a) and in the perfect form in (36b). This self 
loop is the source of the application of the Ix! dissimilation rule 
since it counts as a nonderived environment because it links a seg­
ment back onto itself without adding any segmental material. Since 
no segmental material is present in this gemination rule, the added 
precedence link counts as a nonderived environment. Given this 
aspect of frequentive morphology, Ix! dissimilation acts in a com­
pletely normal way in these forms. The gemination does not appear 
in the surface form because of a later degemination process. 

Gemination of the second radical is also part of the marking of 
perfective forms (Banksira 1997). Consequently the nonfrequentive 
imperfect forms in (35) do not show the effects of the Ix! dissimila­
tion because there is no morphological gemination or [+cont, -son] 
segment to trigger the process. The nonfrequentive perfect forms 
are analogous to the frequentive forms in (35-36) because perfect 
morphology also triggers gemination of the middle consonant of the 
root. The representational difference between the nonfrequentive 
imperfect and perfect forms resulting from morphological gemina­
tion is presented in (37). 
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(37) a. yi-sxar 'get drunk' Isxrl 

b. sakar 'get drunk' Isxrl 

(37a) shows the nonfrequentive imperfect form that does not un­
dergo morphological gemination. Without morphological gemina­
tion, whether Ix! dissimilation occurs or not is derived from whether 
there is a following [+cont, -son] segment in the representation. 
(37b) shows the nonfrequentive perfect form with morphological 
gemination. The looping structure of the geminate allows the Ix! to 
find itself and trigger the Ix! dissimilation process. ' 

This completes the analysis of the interaction of reduplication 
and Ix! dissimilation in Chaha. The most important aspect of this 
analysis is that the complex surface facts are accounted for through 
the principled interaction of morphological and phonological proc­
esses. Once the phonological structures that spell-out particular 
morphemes are identified, the application of Ixl dissimilation be­
haves in a completely normal way but only in nonderived environ­
ments. This finding argues against the Kenstowicz and Banksira 
(1999) claim that Chaha presents evidence in favor of correspon­
dence theory (McCarthy and Prince 1995). In fact, the argument 
that Chaha provides evidence for output-output correspondence 
made by Kenstowicz and Banksira can be used as an argument in 
favor of the analysis presented here. 

The approach to Chaha reduplication presented here is superior 
to the analysis presented by Kenstowicz and Banksira (1999) be­
cause there is no exceptional behavior required of the Ix! dissimila­
tion process in any of the forms in the proposed rule based analysis. 
In contrast, Kenstowicz and Banksira crucially require an extra out­
put-output correspondence in order to account for the frequentive 
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imperative forms. Since this output-output correspondence is lim­
ited only to the frequentive imperative forms and is not motivated 
by anything but the Ix! dissimilation facts, it is equivalent to mark­
ing these forms as exceptional using an ad hoc notation when com­
pared to an analysis that does not single out these morphological 
form. An analysis that does not have to single out a group of forms 
as being exceptional and undergoing an additional process is supe­
rior to an analysis that does. Analyses that account for a language 
with general processes that are not limited to certain classes of 
forms present a deeper understanding of the language as a whole 
when compared with analyses that require additional mechanisms. 
The rule based analysis presented here is thus superior to the Opti­
mality Theory based analysis presented by Kenstowicz and Bank­
sira (1999) because it provides a deeper insight into how the mor­
phology and phonology of Chaha is organized. Since this rule based 
analysis is superior to the Optimality Theory account we can con­
clude that contra Kenstowicz and Banksira (1999), Chaha does not 
provide any evidence in favor of correspondence theory (McCarthy 
and Prince 1995) or Optimality Theory (Prince and Smolensky 
1993) at all. Instead, Chaha presents a case where a modular rule 
based analysis of reduplication utilizing the representations pro­
posed here provides an analysis that reveals a well behaved, al-· 
though complex, morphological and phonological system. Addi­
tionally, Chaha provides more evidence that loops that do not con­
tain segmental material are not derived environments. 

2.2.4 Southern Paiute 

McCarthy and Prince (1995) present Southern Paiute as another ex­
ample of a language with underapplication effects. The particular 
process in Southern Paiute that underapplies is a nasalization of Iwl 
to [OW] . Sapir (1930) claims that all instances of [tn are derived ei­
ther from Iwl or 1m! through either the Iwl nasalization process or 
the spirantization of 1m!. The nasalization of Iwl occurs between 
vowels in derived environments. Complicating this distribution of 
Iwl is another separate process that inserts [w] between a preceding 
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luI and a following vowel (Sapir 1930: 57). These processes nasal­
izing Iwl and inserting [w] to break: up vowel hiatus create an intri­
cate distribution of where [t(] and [w] surface that does not appear 
to interact with reduplication. We will begin the investigation of the 
interaction between Iwl nasalization and reduplication by reviewing 
Sapir' s statements on the realization of Iw/. 

The basic generalization for the Iwl nasalization process that 
Sapir presents is that word initial lwl appears as [nW] when it comes 
to follow a vowel due to derivation or compounding (Sapir 1930: 
49). Sapir presents the following forms to support this generaliza­
tion. Note that the forms in (38) have been updated to reflect IPA 
transcription according to The Handbook of the International Pho­
netic Alphabet (1999) with IPA palatal segments, 19, jI, representing 
what Sapir calls "anterior palatal spirants" and velar fricatives Iy, xl 
representing "back palatal spirants" segments (Sapir 1930:45). 

(38) wa1ani-

wwm-

waija- ma:�I-nwaija-p:J 

'to shout/to give a good 
shout' 
'to stand/while standing and 
holding' 
'to have council/council of 
chiefs' 

"Y1J.1tfm- fu(w)a-n:lJ.1tjmp:mya1 'to catch up withlnearly 
caught up with' 

w(1)itsm1- tm1ra-n']Wmtsi1ItS: 'bird/horned lark (lit. desert 
bird)' 

Sapir (1930 :49-50) points out that this nasalization process does not 
apply to Iwl when it follows a vowel due to reduplication. Redupli­
cation in these forms consists of prefixing a CV reduplicant. 

(39) wmym­
wayi­
wmn:ai-

'vulva' wmwmxmlJ. 
'several enter' wawax:Jpwya1 
'to throw' wmwwn1nai-

wa1atfIYI- 'to whoop' wa1wa'ftflYI 

'vulvas (obj .)' 
'all entered' 
' several throw 
down' 
'to whoop sev­
eral times' 
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The difference between the two behaviors seen in (38) and (39) can 
be characterized by simply placing a Derived Environment Condi­
tion on the /w/ nasalization process. Given this approach, the envi­
ronment that triggers the Iwl nasalization process must be com­
posed of segmental material from two separate morphemes. The 
view that this /w/ nasalization process only operates in derived en­
vironments is supported by Sapir' s own statement that, "When an 
initial w comes, by derivation or compounding, to stand after a 
vowel, it regularly becomes nasalized to -yw-

" (Sapir 1930:49) 
(emphasis mine). Additionally, once this condition is placed on the 
Iw/ nasalization process, the behavior of /w/ in reduplicated forms 
is predicted by the model of reduplication developed so far. 

The requirement that a derived environment must consist of the 
contact of segmental material from two different morphemes di­
rectly accounts for the underapplication affects seen in (39). This 
data actually just shows the normal nonapplication of the /w/ na­
salization process in a nonderived environment. Consider the fol­
lowing examples of application and nonapplication of /w/ nasaliza­
tion based on whether the Derived Environment Condition is met or 
not in (40). 

(40) a. WWnI­
'to stand' 

b. wum:ai­
'to throw' 

yanWI-t(WnI-ja? 
'while standing and holding' 

wUlwUlnmai­
'several throw down' 

# -7 W -7 Ul -7 n: -7 a -7 i -7 % V 
As in previous examples, the dashed precedence links indicate de­
rived environments thus the compound verb in (40a) shows /wl na­
salization because the Derived Environment Condition is met. The 
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reduplicated form in (40b) does not show the effects of Iwl nasali­
zation because there is no derived environment to trigger the appli­
cation of the process. The addition of the reduplicative loop does 
not satisfy the Derived Environment Condition in this case because 
no segmental material is added along with it. This behavior con­
firms the same behavior of reduplicated structures in the previous 
analyses of Chumash and Chaha. 

The behavior of the reduplicated forms and nonreduplicated 
forms in relation to the Iwl nasalization rule has now been ac­
counted for. Other forms that indicate that all lwis do not nasalize 
when found between vowels must now be discussed. Sapir 
(1930:57) states that, "After a primary u (0) a w, indicated as W if 
weak, often slips in before an immediately following vowel." This 
process introduces [w]s that do not nasalize. Note that since these 
[w]s are inserted by phonological rule, they should satisfy the De­
rived Environment Condition and nasalize. Obviously from the data 
this is not the case and this fact must be explained. Data presented 
by Sapir (1930:57) to illustrate these [w]s (in bold) is presented in 
(41) .  

(4 1) tua-
-yu-
pU?I 
-U(W)It:uywa-

tuwatsInJ 
i(3i ' -jUWAUc:!­
pu?WI-
nwo(W)Jtux:\\,c:!-

'son'l'my son' 
'he'l'when he drank' 
'eye' 
'before'l'before me' 

These forms can be naturally and easily accounted for in the present 
derivational analysis by placing the [w] insertion rule in the 
postcyclic block of rules. By doing this, the insertion of intervocalic 
[w]s will be after the application of the Iwl nasalization rule, which 
is cyclic as indicated by its sensitivity to derived environments. 
Consequently, these inserted [w]s will not be nasalized. Further 
evidence in support of the late ordering or [w] insertion is Sapir's 
indication that the actual realization of these inserted [w]s can vary 
phonetically and thus they appear to be a late, phonetically driven 
change in the forms. 

To complete the analysis of the interaction of Iwl nasalization 
and reduplication in Southern Paiute, two final points must be ad-
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dressed. The first point is a clarification of an erroneous form that 
McCarthy and Prince cite. The second point is an apparent excep­
tional form. 

In their analysis of Southern Paiute, McCarthy and Prince 
(1995:350, ex 138b) claim that the form ya!lJ-(/ziJnJ-ja7 'while 
standing and holding' shows a case of normal application of the /w/ 
nasalization process in a reduplicated form. The representation that 
they present for this form has the preceding [uWil corresponding 
with the following [UWi] which makes the inherent claim that this 
form is reduplicated in some way. The claim that this form shows 
reduplication of any form is not supported by either Sapir (1930) or 
Sapir (193 1). Sapir (1931 :722) lists yalfJ- as a separate stem that 
means 'to carry' .  This listing, along with the fact that Sapir 
(1930:49) lists the form in question with forms that do not show 
reduplication, indicate that ya!lJ-!lziJnI-ja7 is a compound of some 
sort and does not have reduplication. Thus, there is no evidence that 
/w/ nasalization occurs in anything but derived environments as 
claimed by Sapir and the present analysis. 

The final point that must be addressed is the analysis of an ex­
ceptional form. The form in question is a:ya··wantflIl- 'to hide' .  
This form is  exceptional on many levels. Most obviously, this form 
presents an exception to the /w/ nasalization rule applying in de­
rived environments. To compound this complexity, there are other 
conjugations of this form that have the /w/ nasalized, a:ya-((antfI­
vqlIl-mWl7 'has been hiding from' (Sapir 193 1 :552), and redupli­
cated forms of this particular construction can have either both /w/s 
nasalized, a:ya··vwavWantflIl-qai-pa7 'shall have (it) hidden' (Sapir 
193 1 :552), or just the first /w/ nasalized, a:ja-vwaJwantflIl-YJ-n/ 'has 
been hiding me several times' (Sapir 193 1 :552). This is a very 
complicated pattern consisting of forms that have multiple different 
morphemes. 

A possible account, admittedly inelegant, for these forms is the 
following. This analysis is based on the assumption that Sapir is 
correct in identifying this set of forms as being exceptional and not 
indicative of some subpattem present in the /w/ nasalization proc­
ess. The approach will use an ad hoc exception mark (Chomsky and 
Halle 1968) to indicate not that the whole stem wantflIl- is exempt 
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from the /w/ nasalization process but instead that certain morpho­
logical constructions built on this stem are exempt. Using ideas 
from Distributed Morphology (Halle and Marantz 1993), this ex­
ception feature can be added by a readjustment rule that is triggered 
by certain morphemes. This approach will immediately allow the 
forms a:ya-wantJw- 'to hide ' ,  a: ya-tlantJI-oqw-mwIJ 'has been 
hiding from' , and a:ya-oWaoWantJw-qai-paJ' 'shall have (it) hidden' 
to be accounted for. The form a:ya-wantJw- 'to hide' is accounted 
for by placing the "no /w/ nasalization" feature on it and the forms 
a:ya-oWantJI-oqw-mw1'l' 'has been hiding from' ,  and a:ya­
OW aow antJw-qai-paJ' 'shall have hidden it' are accounted for by not 
having this feature. Both of these forms show the regular applica­
tion of /w/ nasalization if we set the /w/ nasalization rule' s  Uni­
formity Parameter to off. By doing this, the single environment 
added by the prefixation of a:ya- to a : ya-oWaoWantJw-qai-paJ' 
'shall have hidden it' is sufficient to trigger /w/ nasalization be­
cause it provides not only an intervocalic environment but the cru­
cial derived environment aspect to this form. 

At this point, there only remains the form a:ja-owaJwantJw-YI-n/ 
'has been hiding me several times' to be accounted for. This form is 
extremely troublesome for the following reasons. Due to the lack of 
identity effects, this form indicates that the morpheme initial [UW] 
resulted from a postlinearization process. If this change occurred 
before linearization, then both underlying /w/s should become [UW] 
since they are in actuality the same segment. Continuing with this 
line of reasoning, a postlinearization /w/ nasalization process does 
not appear to be a viable option because not all surface [w]s are na­
salized. Previously, we accounted for this effect by the late inser­
tion of /w/ to break up /uV/ hiatus and this position prevents us 
from adding a postlinearization /w/ nasalization process. To com­
pletely kill the idea of a tenable post linearization /w/ nasalization 
process, we must note that even if we ordered the postcyc1ic /w/ 
nasalization process before [w] epenthesis to break up certain hiatal 
constructions, this would not explain why the remaining [w] in 
a:ja-owaJwantJw-YI-n/ is not nasalized. Since we are operating in 
the postcyclic block of phonological rules we can not invoke a De­
rived Environment Condition. 
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A viable option available to account for this form is to posit this 
as a true case of allomorphy. This position is similar to Marantz's  
(1982) position used to account for certain cases of overapplication. 
This position would posit wa'lwantfw as an allomorph of wantfw 
that would only surface in this particular form. If this is granted, 
then this form actually behaves in a completely predictable way, 
following the normal pattern of Iwl nasalization. 

Now that all of the reduplicated forms relevant to Iwl nasaliza­
tion in Southern Paiute are accounted for in the present analysis, we 
can compare this analysis to the one offered by McCarthy and 
Prince ( 1995:349-351). The modular and derivational analysis de­
veloped here is superior to the Optimality Theory analysis pre­
sented by McCarthy and Prince based on empirical coverage, the 
phonetic vs. phonological sources of [w], and derived environment 
effects. 

The metric of empirical coverage clearly favors the present 
analysis over the one offered by McCarthy and Prince since they do 
not discuss the inserted [w]s other than stating that they believe 
these segments to be a "phonetic matter" (McCarthy and Prince 
1995:350, fn. 79). While the present analysis basically agrees that 
the inserted [w]s are a late phonological process or even a purely 
phonetic mater, the issue here is that within a modular model of 
phonology the distinction between phonological and phonetic mat­
ters is relatively clear but in a nonmodular parallel model of gram­
mar as espoused by Optimality Theory the distinction between pho­
netic and phonological matters is not clear at all. Given the gram­
matical assumptions in McCarthy and Prince (1995), the proposed 
surface constraint *VwV will treat all intervocalic [w]s as viola­
tions, regardless of their source. This issue must be addressed be­
fore an equivalent amount of empirical coverage can be credited to 
both analyses. The exceptional forms must also be provided an ex­
planation and this task also appears to be a difficult one since Op­
timality Theory (Prince and Smolensky 1 993) does not contain a 
method of marking exceptional forms (Halle 1998). 

The second issue of distinguishing between underlying Iwl and 
inserted [w] also favors the derivational analysis because this dis­
tinction is opaque. The basic assumption of a derivational model of 
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phonology is that there is an ordering of processes. Given this fact, 
ordering the insertion of [w] after the Iwl nasalization process is 
claimed to be a completely natural way of explaining why inserted 
[w]s  do not undergo the Iwl nasalization process. Optimality The­
ory will has difficulty in accounting for opacity effects and would 
require some approach to opacity such as sympathy theory 
(McCarthy 2000) to account for Southern Paiute. Explanations that 
result from the simple ordering of processes present strong argu­
ments in favor of modular and/or derivational models of grammar. 
Southern Paiute Iwl nasalization is a case of this. 

The final argument against the McCarthy and Prince (1995) 
analysis of Southern Paiute is the Derived Environment Condition 
that is crucial in characterizing the behavior of /wl nasalization. It is 
very clear that Sapir ( 1930) identified this process only with mor­
phologically complex forms but McCarthy and Prince do not ad­
dress this fact at all. Nor do they provide any evidence to support 
their interpretation of the facts. The claim that the underapplication 
of Iwl nasalization in reduplicated forms results from a highly 
ranked base reduplicant faithfulness constraint denies that there is 
any connection between the behavior of reduplicated forms and the 
behavior of morphologically complex forms. There is no prediction 
to be made from one case to the other in the correspondence model 
analysis of Southern Paiute. In contrast, by placing a Derived Envi­
ronment Condition on the application of Iwl nasalization, the deri­
vational analysis proposed here immediately predicts the underap­
plication of the reduplicated forms. As seen in the Chumash 11/ de­
letion example, a Derived Environment Condition predicts that the 
process in question should underapply in reduplicated constructions 
just as long as there is no prespecified phonological material asso­
ciated with the reduplicated loop. Southern Paiute further confirms 
this fact. Based on the predictions that can be made from the utili­
zation of a Derived Environment Condition the derivational analy,. 
sis is superior to the Optimality Theory based analysis. 

To conclude this section, the interaction of reduplication and Iwl 
nasalization in Southern Paiute has been investigated. The general 
pattern of the distribution of [w] and [UW] derived from Iwl can be 
accounted for by placing a Derived Environment Condition on the 
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Iwl nasalization process and by proposing a separate process that 
inserts [w] to break up hiatus of lu V I in the postcyclic block of 
rules. Contrary to the claims made by McCarthy and Prince (1995), 
there is no need for any sort of correspondence or Identity Con­
straint (Wilbur 1973) to account for the data in Southern Paiute. In 
comparing the McCarthy and Prince (1995) analysis and the one 
developed here, we can conclude that Southern Paiute presents an­
other case that favors a modular and derivational analysis utilizing 
the representations proposed for reduplication in this section. 

2.3 The role of the derivation 

Section 2.2 has dealt with cases of over- and underapplication of 
phonological rules in reduplicative forms. All of these cases of re­
duplication and rule interaction crucially have a rule applying be­
fore the linearization process occurs. The result from this ordering 
are cases of opacity where it appears a rule has applied or not ap­
plied for no apparent reason. In contrast to this, there are cases of 
interaction between phonological rules and reduplication where a 
given rule only applies when the environment for the rule is surface 
true. This situation is referred to as normal application and it occurs 
when a rule applies after linearization has occurred. Since lineari­
zation has caused the repetition of parts of a looped phonological 
structure, there is no identity relation between the repeated regions. 
Consequently, since there is no identity relation between regions of 
repeated segments, rules that apply to these phonological represen­
tations can cause the "base" and "reduplicant" to become different. 

An excellent example of normal application of phonological 
rules comes from Korean. The relevant facts are that Korean has 
postcyclic rules of cluster simplification, nasal assimilation, pala­
talization, and tensification. The application of these rules after lin­
earization has occurred leads to a substantial divergence between 
the two copies of the stem. Consider the example in (42) from Mar­
tin (1992: 100). 
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(42) a. moks-moks-i [motJmokJ'i] 'in portions, in shares' 

b. # � m � o � k � s � %  �'\\'l' 
1 

c. # �  m �  0 � k �  s � m �  0 � k �  s � i � % 

d. 
syllabification 
tensification 
cluster simplification 
nasal assimilation 
palatalizati on 
etc. 

moksmoksi 
(mok)s(mok)(si) 
(mok)s(mok)(s'i) 
(mok)(mok)(s'i) 
(motJ)(mok)(s'i) 
(motJ)(mok)(f'i) 
[motJmokf'i] 

(42a) presents two representations, one indicating the reduplication 
of the stem, moks-moks-i, and one presenting the phonetic fOrrrl of 
this compound. The disparity between these two representations 
shows that reduplication in this form is not readily apparent. (42b) 
shows the representation that is built by the morphology. (42c) 
shows the representation that is produced from linearizing (42b) 
and (42d) shows the rules that apply to the postlinearization repre­
sentation. 

For the Korean example in (42), linearization occurs exactly at 
the juncture between the cyclic and postcyclic blocks of rules. 
Mester ( 1988) argues that this is the fixed ordering of linearization 
presented by universal grammar. The fixed ordering of cyclic rules 
> linearization > postcyclic rules creates the simple typology of rule 
reduplication interaction presented in (43). 



(43) 

The role of the derivation 5 1  

�le ty� 
cyclic postcyclic 

I I 
conditions on application normal application 

(derived environment, uniform. para. , etc.) 

----- -----
applied blocked 

1 1' . 
d 

I 
l' . 

overapp lcatlOn un erapp lcatlOn 

This simple typology reflects the claims that Mester makes that 
only certain rules behave exceptionally in reduplicated structures. 
Mester (1988:248) states that, 

" . . .  Tier Conflation linearizes the structure. This makes a clear prediction 
for rules which follow [linearization] , in particular for all post[cyclic] 
rules: They should never have overapplication or underapplication effects; 
rather, they should always apply in the normal way wherever their linear 
context is met, and reduplicated forms should not be special in any way, 
as far as post[ cyclic] rules are concerned". 

The typology in (43) is referred to as "simple" because the 
claims made by this model are not always surface true. Depending 
on what conditions are placed on the application of a cyclic rule 
different opacities will obscure this typology. All conditions on a 
rule' s  application will cause the alternation between the appear­
ances of normal application and either overapplication or underap­
plication depending on whether the mUltiple environments that a 
segment appears in are identical along a given dimension or not. If 
the multiple environments are the same for a crucial condition on a 
rule then the surface result will be normal application regardless of 
rule type. It is only when the mUltiple environments of a prelineari­
zation reduplicated form are different that overapplication and un­
derapplication effects will be observed. 

The Uniformity Parameter causes the appearance of an alterna­
tion between normal application and opaque application. If the Uni­
formity Parameter is set to off, surface forms will alternate between 
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normal application and overapplication. The Malay case in section 
2.2.1 shows this alternation with the data discussed giving examples 
of the overapplication and forms that do not trigger the nasalization 
rule at all (e.g. buku 'book' , buku�buku 'books' )  providing the cases 
of normal application. The Akan example from the same section 
indicates that the surface data will show alternations between nor­
mal application and underapplication if the Uniformity Parameter is 
set to on. If the source of exceptional behavior is the Uniformity 
Parameter we expect the opacity that results to be directly related to 
the structural description of the process in question. 

Exceptional behavior caused by the Derived Environment Con­
dition will create opacities based on the morphological structures of 
words. The examples analyzed in this chapter from Chaha, Chu­
mash, and Southern Paiute provide examples of the patterns of 
opacity that result from the Derived Environment Condition. The 
Derived Environment Condition shows normal application in mor­
phologically complex forms and opacity in morphologically sim­
plex forms. Note that this pattern is complicated by whether a redu­
plicated structure contains segmental material or not. If there is 
some prespecified segmental material associated with the redupli­
cative loop then the reduplicated form will act as a morphologically 
complex form. If there is no segmental material added by the redu­
plicative morpheme then the resulting reduplicated form will act as 
if it were morphologically simplex. The Chaha example shows that 
the pattern of surface opacity is flipped when the Derived Environ­
ment Condition requires application only in nonderived environ­
ments. This indicates that the predictions about whether a redupli­
cated structure counts as a derived or nonderived environment 
based on segmental material contained in the reduplicative mor­
pheme are true. 

The simple typology in (43) can be further obscured by the pos­
sibility of multiple applications of the linearization process. Exam­
ples of the overapplication and underapplication of late applying 
(postlexical in Kiparsky' s  terms) rules in Kiparsky (1986) receive a 
natural explanation if there is the late addition of reduplicative 
morphology which would trigger another application of lineariza-· 
tion after a word has already been linearized. The idea of multiple 
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linearization coincides with theoretical arguments made by 
Uriagereka ( 1999) and empirical data presented by Lidz (1999). A 
brief summary of the relevant points of Uriagereka ( 1999) is that an 
entire phrase marker is not necessarily linearized as a single piece 
or at a single point of a derivation. A derivation will cause smaller 
parts of a phrase structure to be spelled-out and passed onto the 
phonological component at different points in the derivation. The 
relevance of multiple spell-out is clear when the phenomenon of 
echo reduplication in Kannada (Emeneau 1938, Lidz 1999) is con­
sidered. The importance of the data presented by Lidz is that an en­
tire phrasal category is being reduplicated. Consider (44) and note 
that echo reduplication in Kannada overwrites a pre specified sylla­
ble gii- on the first syllable of what is reduplicated. 

(44) a. nannu baagil··annu much-id-e giigilannu muchide 
I-NOM door-ACC close-psT-l s  RED 

anta heeLa-beeDa 
that say-PRoH 
'Don't say that I closed the door or did related activities. ' 

b. pustav-annu meejin-a meele giijina meele nooD-id-e 
book-ACC table-gen on RED see-psT- ls 
'I saw the book on the table and in related places. '  

Italics in (44) indicates what the base is for reduplication and bold­
face indicates what the reduplicant is. Notice that both reduplicated 
regions begin with the prespecified gii- morpheme. In (44a) an en­
tire verb phrase is being reduplicated and (44b) shows a preposi­
tional phrase being reduplicated. Additionally, smaller units (single 
morphemes, groups of morphemes, etc.) can be reduplicated by 
echo reduplication in Kannada (Lidz 1999). 

The existence of data that shows a single type of reduplication 
affecting different sizes of syntactic structures provides strong evi-, 
dence that the overall structure of a derivation allows for multiple 
applications of linearization which can obscure the claims made by 
the typology in (43). This indicates that to fully comprehend how 
reduplication interacts with the phonology, especially the surface 
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apparent results of this interaction, the complete derivation of mor­
pho-syntactic features to phonetic form must be understood. This is 
well beyond the present state of linguistic theory but the model of 
reduplication presented in this chapter provides a clear guide to 
how future research on reduplication can contribute to this goal. 

2.4 Summary 

This chapter has argued for the explicit representation of prece­
dence in phonological representations. This proposal allows subtly 
more complex phonological structures to be built by the morpho­
logical component than have previously been considered. The small 
amount of additional complexity includes the possibility that a sin­
gle segment can immediately precede or follow more than one other 
segment. Just this situation obtains in forms that show reduplication 
according to the claim that reduplication is the result of a loop in a 
phonological representation. Whenever there is a loop in a 
phonological representation, the beginning and end of the loop will 
have segments that occur in multiple environments. Segments ap­
pearing in multiple environments allow a new and deeper under­
standing of the interaction between phonological rules and redupli­
cation. 

Prior to this work, the view that reduplication can cause excep­
tional behavior of phonological rules has been an accepted assump­
tion in generative phonology since Wilbur (1973) first identified 
overapplication and underapplication effects. McCarthy and Prince 
(1995) diverge from this position by claiming that the terminology 
of overapplication and underapplication is a relic of previous rule 
based systems. Instead, McCarthy and Prince (1 993b) account for 
the interaction between phonological processes and reduplication 
by introducing the concept of correspondence. One of the crucial 
aspects of correspondence theory (McCarthy and Prince 1995) is 
that there are multiple different correspondences between the input 
and output, the base and the reduplicant, the input and the redupli­
cant, etc. This allows the behavior of reduplicated forms to be ac­
counted for by a cophonology that is encoded by base/reduplicant 
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correspondence. This set of constraints that only affects the rela­
tionship between the base and the reduplicant can be ranked differ­
ently with respect to fixed markedness constraints (Prince and 
Smolensky 1993) than other correspondence constraints (in­
put/output, output/output, etc.). It is the discrepancy between the 
ranking of base/reduplicant correspondence constraints and in­
put/output correspondence constraints that drives the success of 
Optimality Theory in accounting for reduplication. This approach is 
equivalent to stipulating a special reduplication specific cophonol­
ogy though and this point calls into question whether any real ad­
vance in the understanding of reduplication has been provided by 
Optimality Theory. 

The view of the interaction between reduplication and 
phonological processes presented in this chapter is inherently dif­
ferent from both Wilbur' s and McCarthy and Prince' s . Simply 
stated, there is no special status given to reduplication in the 
phonological component. Cases that McCarthy and Prince (1995) 
present as evidence against derivational models of reduplication 
have been insightfully accounted for given the derivational ap­
proach presented here. Throughout all of these analyses there is 
never any implementation or adoption of a reduplication specific 
mechanism to explain the application (or non-application) of a 
given process. The analyses explain the interaction between redu­
plication and a phonological rule by using established principles of 
generative phonology. The only novel claim that is required is the 
addition of a Uniformity Parameter on rules that indicates a rule's  
sensitivity to multiple environments. This parameter is  crucial in 
the accounts of Malay and Akan presented here. We must note that 
this parameter exists on all phonological rules and therefore it is not 
a reduplication specific mechanism. An analysis of infixation in 
chapter 3 will make this point clear. It is just a fluke of the repre­
sentations of reduplication that makes this parameter appear to be 
reduplication specific. 

The claim that reduplication does not act exceptionally in the 
phonological component is an argument in favor of this approach 
over all previous models of reduplication. By eliminating the spe­
cial status of reduplication in phonology, we reach a deeper under-
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standing of not only reduplication but also of phonology in general. 
This point segues into the next argument in favor of the approach to 
reduplication presented here. 

This argument is based on Prosodic Morphology (McCarthy and 
Prince 1986, 1993b). The main goal of Prosodic Morphology 
(McCarthy and Prince 1986) is, "[t]o explain properties of mor­
phology/phonology dependency in terms of independent, general 
properties" (McCarthy and Prince 1994b:B 1) .  Additionally, 
McCarthy and Prince state, "Our goal, which is the same as the goal 
of all linguistic theory, is to achieve greater empirical coverage with 
fewer resources-maybe with no resources at all that are specific to 
the domain under investigation" (McCarthy and Prince 1994b:B 13). 
The main connection between these goals and correspondence the­
ory is that McCarthy and Prince (1995) claim that correspondence 
is the basic phonological resource. Consequently, if all of phonol­
ogy can then be accounted for in terms of correspondence effects, 
the goal of Prosodic Morphology is met since there are no process 
specific mechanisms present in the phonology. 

At one level, correspondence theory achieves the above goals. 
The issue of how different correspondence relationships affect this 
goal needs to be addressed though. McCarthy and Prince (1995: 
264) allow, "separate (and therefore separately rankable) con­
straints for each correspondence relation (input/output, 
base/reduplicant, etc)". Furthermore, " . . .  each reduplicative affix has 
its own correspondence relation, so that in a language with several 
reduplicative affixes there can be several distinct, separately rank­
able constraints of the MAXBR type, etc ." (McCarthy and Prince 
1995 :265). This situation indicates that correspondence is the gen­
eral mechanism that is the foundation of phonology but that corre­
spondence is manipulable on a morpheme by morpheme basis. As 
mentioned earlier, the ability to rank different correspondence rela­
tions in different manners is equivalent to building cophonologies 
into a grammar. This approach makes the inherent claim that redu­
plication is so special that it requires its own sub-grammar and 
ranking of constraints in order to be accounted for. So while 
McCarthy and Prince (1995) is successful in deriving reduplication 
effects from the general idea of correspondence, there is still a large 



Summary 57 

element of process specific mechanism built into their analysis of 
reduplication. 

In contrast, the proposals here do not add any new reduplication 
specific mechanisms to generative phonology. These proposals only 
clarify how precedence is represented in phonology and how this 
representation changes via a linearization process. All of reduplica­
tion can now be accounted for solely by serial process ordering. 
Cases where there appears to be anomalous application of 
phonological processes are dealt with within the phonology as nor­
mal rule application (or non-application as case may be). Overap­
plication and underapplication effects are explained as cases of 
opacity where a phonological environment has either been created 
or destroyed after a process has had the opportunity to apply. This 
view places reduplication firmly within the umbra of explanation 
provided by classical generative phonology. 

By providing analyses that are equivalent or superior in expla­
nation of the data presented by McCarthy and Prince (1995) to ar­
gue against serial models of phonology, the model of reduplication 
developed in this chapter allows an argument based on opacity to be 
presented against Optimality Theory. Put simply, opacity effects 
cause serious empirical and conceptual problems for Optimality 
Theory . McCarthy (2000) outlines the empirical problems that 
standard Optimality Theory has in accounting for opacity effects 
and to remedy this situation, McCarthy proposes the idea of sym­
pathy. Sympathy provides a solution to some opacity effects but Ito 
and Mester (1999) and Odden (2000) argue that sympathy is inca­
pable of conceptually accounting for all cases of opacity. Further­
more, Kaisse (2000) and Idsardi and Kim (to appear) both show 
that sympathy theory makes wrong predications about cases of 
multiple opacity. Consequently, these examples highlight empirical 
problems for sympathy theory and Optimality Theory. An approach 
to phonology that can adequately account for both opacity effects 
and reduplication is to be preferred over theories that can only ac­
count for one of these phenomena. 

The reduction of overapplication and underapplication effects to 
cases of opacity is one of the strongest points in favor of the pro­
posals in this chapter. The full integration of the model of redupli-
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cation into a modular approach to morphology and phonology re­
sults in an overall system that has no reduplication specific mecha­
nisms which is another strong argument in favor of this approach. 
The final attribute of the model of reduplication developed here that 
presents a strong reason for its adoption is the explanation of iden­
tity effects that is provided. The two repeated regions of 
phonological material that are present in reduplicated structures are 
similar because they are a single entity for a part of the derivation. 
At a point in the derivation, this identity is severed due to the line­
arization process and this allows phonological processes to apply 
and alter the now separate phonological regions. When placed 
within a derivational model of phonology, this type of interaction 
between phonological processes is the normal case and is to be ex­
pected. We can thus conclude that the model of reduplication pre­
sented in this chapter is the first one to provide an adequate 
phonological explanation for the interaction of phonological rules 
and reduplication including cases of backcopying. The model pre­
sented here is adequate because it derives the behavior of redupli­
cation from general principles of generative phonology. 



Chapter 3 
Precedence in morphology 

This chapter discusses some of the more important morphological 
issues that are relevant to the construction of the phonological rep­
resentations that were assumed in chapter 2. To begin, a brief sum­
mary of Distributed Morphology is presented to highlight the dif­
ferences between the morphological assumptions present in the 
model of reduplication developed here and the assumptions made 
by other models of reduplication. Following this, the implications 
for the phonological representations of affixes of the proposals in 
chapter 2 are outlined. This leads to an analysis of reduplicative af­
fixes that claims that they are equivalent to other affixes in 
phonological material but differ from simple affixation in a funda­
mental way. The changes to a phonological structure caused by a 
reduplicati ve affix are accomplished via a readjustment rule instead 
of the spell-out of the phonological material of a specific mor­
pheme. The fact that reduplication is not the primary exponent of a 
morpho-syntactic feature supports the readjustment rule approach to 
reduplication. To support the claim about the similarity between the 
phonological resources used by affixation and reduplication, analy­
ses of infixation and melodic overwriting effects in reduplication 
are presented. An explanation for the surface appearance of redu­
plicative templates also results from the precedence information 
that is contained in a reduplicative affix as analyses of different 
templates shows. 

3.1 A modular grammar 

Prior to Wilbur (1973) it was assumed that there was a strong divi­
sion between the morphology and phonology. The evidence ad­
duced by Wilbur has been a strong motivation to weaken (or even 
eliminate) the modularity between morphology and phonology. The 
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culmination of this trend is in Optimality Theory where there is no 
division between the morphology and phonology. A non-modular 
approach to morphology and phonology is explicitly advocated in 
Optimality Theory due to the consistency of exponence (McCarthy 
and Prince 1993b:20-21) and the use of generalized alignment con­
straints (McCarthy and Prince 1993a). Consistency of exponence 
states that the GEN function in Optimality Theory is incapable of 
altering the morphological affiliation of phonological material. 
Since GEN is unable to alter the morphological affiliation of 
phonological material, whatever morphological information is pre­
sent in the input will be present in the phonological output contrary 
to modularity. The use of generalized alignment constraints also 
requires morphological information to be contained in the output 
representations that are evaluated in tableau since this type of con­
straint can require a morphological and phonological category to 
coincide. If morphological information were not present in the out­
put there would be no way to evaluate or possibly satisfy this kind 
of generalized alignment constraint. It is thus clear that Optimality 
Theory employs a non-modular morphology and phonology. l 

Given the modifications to the representation of precedence in 
chapter 2, the interaction between reduplication and phonological 
rules no longer requires a non-modular approach. A modular ap­
proach to reduplication is attractive not only because it would oper­
ate within a more constrained model of grammar that limits the in­
teraction of morphology and phonology but also because it satisfies 
the principle of full interpretation (Chomsky 1995). The principle 
of full interpretation with respect to phonology limits phonological 
representations to only contain representations that reflect sensori­
motor information (Chomsky 1995:27). Therefore, spell-out is a 
trading relation, sounds for morphemes. 

The consideration of modularity and full interpretation leads to 
the desire to situate the present model of reduplication within a 
model of morphology that satisfies these ideals. Distributed Mor­
phology (Halle and Marantz 1993, 1994, Noyer 1997, among oth­
ers) provides a theory of morphology where these goals are achiev­
able. The main attractive feature of Distributed Morphology is that 
it is modular theory of grammar where a separate morphology 
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module precedes a separate phonology module. This position re­
turns to a strong view of the separation between morphology and 
phonology that has been abandoned in Optimality Theory. This ap­
proach allows the separate morphological and phonological aspects 
of reduplication to be relegated to corresponding separate modules 
where module specific principles can be used to explain reduplica­
tion. 

A second aspect of Distributed Morphology that provides a cru­
cial insight into the understanding of reduplication is the idea of 
readjustment rules. Readjustment rules are rules that can modify the 
phonological or morpho-syntactic features of a given morpheme. 
These rules reside in the morphology module and a crucial aspect to 
them is that they never provide the primary exponence of a par­
ticular morpheme (Noyer 1997). Distributed Morphology takes the 
position that any secondary exponence of a particular morpheme is 
accomplished via readjustment rules. The issue of secondary expo­
nence is important to the understanding of the morphological as­
pects of reduplication because reduplication in itself is the secon­
dary exponence of a given morpho-syntactic feature in many cases. 
The data in (45) presents cases where an affix is accompanied by 
reduplication in the stem that the affix attaches to. 

(45) a. Bella Coola Diminutives 
(Nater 1984, Bagemihl 1989) 
qayt 'hat' qa-qayt-i 'toadstool' (Diminutive) 
silin 'kidney' sil-slin-i Diminutive 
t'ixiala 'robin' ?i-t' ixiala-y Diminutive 
qax 'rabit' qaax-qx-i Diminutive 
sum 'trousers' su-sum-ii Diminutive 
stn 'tree' s-tn-tn-ii Diminutive 

b. Tagalog Occupational Noun Prefix /mau/ 
(Carrier 1979:66) 
mam-ba-bayan 
man-Ia-Iaro? 
mau-gu-gupit 
mau-ha-halal 

'citizen' 
'player' 
'barber' 
'voter' 
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c. Ilokano Progressive Reduplication 
(Hayes and Abad 1989) 
1ag-bas-basa 
1ag-da-dait 
1ag-ad-adal 
1ag-tak-takder 

'be reading' 
'be sewing' 
'be studying' 
'be standing' 

The data in (45) show cases where reduplicative patterns have ad­
ditional morphology that can not be semantically separated. Bella 
Cool a, (45a), has forms that have a diminutive suffix, -i, in addition 
to reduplication. Tagalog, (45b), has reduplication patterns that only 
occur in the presence of the Occupational Noun prefix Imau/. A 
similar pattern obtains in Ilokano, (45c), where the progressive is 
formed by adding a prefix nagl in conjunction with reduplication of 
the first syllable. 

Another aspect of reduplication that is crucial to understanding it 
is the fact that many reduplication patterns are polysemous in a 
given language. The important idea here is that if an overt change to 
a form appears in different forms with different meanings, then it is 
not the process in question that is causing the change in meaning, 
something else is.

2 
This is similar to Leiber's  idea that morpholexi­

cal rule relations cannot alter the features of a stem. Lieber 
(1 980:42) states, " . . .  unlike other rules of word formation, they 
[morpholexical rules] do not change category, alter subcategoriza­
tion, or add to, change or subtract from semantic content, however 
that is characterized". This characteristic of reduplication can be 
seen in the examples in (46). 

(46) a. Bella Coola CVC reduplications 
(Nater 1984, Bagemihl 1989) 
yail<: 'do too much' yat-yail<: Continuative 
milixW 'bear berry' mil-milixw 'plant of the bear berry' 
ckW-at 'heavy feet' c-kWat-kWat 'to walk heavily' 
xWalc 'to melt' xWal-xwalc 'solder' 
suca 'hand' suc-suca 'both hands' 
stan 'mother' s-tan-tan-mts 'all female ancestors . . .  ' 
culta 'fire drill' cuI-culm 'to start a fire with . . .  ' 



b. Chumash (C)CYC- reduplications 
(Wash 1995) 
wot? 'chief' wot?wot? 
q?o?y 'olivella' q?oyq?o?y 
nuk?a 'where; when' nuknuk?a? 
pak?a 'one' pakpak?a 

c. Nakanai CYCY reduplications 
(Spaelti 1997:76) 
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Plural 
'equant. of) olivella' 
'places' 
'one by one' 

raga-raga 
muluga-Iuga 
bolo-bolo 
ilima-lima 

'jumping'/Cont. Habituative Verbs 
'to be first . . .  '/Concrete Nouns 
'many pigs'/Collective Plural Nouns 
'five' !Distributive Numerals 

The data from Nakanai in (46c) are particularly clear support for the 
view that reduplication patterns can be polysemous.  Spaelti (1997) 
explicates the distribution between the meaning and pattern in Na­
kanai. 

"Reduplication in Nakanai does have a large number of different uses: 
marking of non-singular agreement, continuative habituative mood, deri­
vation of intransitive verbs from transitives, formation of collective plural 
nouns, concrete nouns, and distributive numerals, However, the shape of 
the reduplicated form is independent of the usage. All usages occur with 
any of the patterns,," (Spaelti 1997:75) 

This situation is the best possible evidence that reduplication is not 
necessarily the primary exponence of a particular morpheme. 

The fact that reduplication acts as a secondary exponence of 
some morphemes does not require that all reduplication patterns 
have additional overt morphology. Morpho-syntactic features that 
do not have any phonological material associated with them that 
trigger a readjustment rule will account for cases when a given re­
duplication pattern is polysemous .  This approach posits a zero 
morph that will trigger the appropriate readjustment rule. The 
analysis of strong verb formation in English argued for by Halle 
and Marantz (1994:124-138) presents a case where a zero morph 
triggers the application of a readjustment rule. Consider the exam-
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pIes of the past tense forms of some strong verbs in English pre­
sented in (47). 

(47) present past 
a. steal stole + 0 

sing sang + 0 
fall fell + 0 
bind bound + 0  

b. leave lef + t 
buy bough + t 
tell tol + d 
do di + d  

The verbs in (47) primarily differ in whether the past tense mor­
pheme is realized with phonological material or not. The forms in 
(47a) are strong verbs in English and thus have the phonologically 
null realization of the past tense morpheme. In addition to this zero 
morph a readjustment rule affects the vowel in the morpheme 
changing its qUality. The forms in (47b) also under go readjustment 
rules that affect the vowels present in the morphemes (and changes 
Ivl to If I in leave-left) but they have either Idl or It I as the 
phonological spell-out of the past tense morpheme. Because the 
spell-out of the past tense morpheme is variable between (47a) and 
(47b) we can conclude that it is the morpho-syntactic features of the 
past tense morpheme and not the phonological content that is trig­
gering the readjustment rule. 

Since readjustment rules are triggered by the morpho-syntactic 
features of a morpheme, the phonological material associated with a 
morpheme that triggers a readjustment rule should be excluded 
from the range of the readjustment. This is supported by the be­
havior of readjustment rules that create reduplicated forms. Con­
sider the example of light syllable (CV) reduplication from Ilokano 
(Hayes and Abad 1989:357) in (48). 

(48) dli1it 
sliUit 

'to sew' 
'to cry' 

1agin-da-dli1it 'pretend to sew' 
1agin-sa-sliuit 'pretend to cry' 



tugaw 
srua 
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'to sit' ?ag-tu-tugaw 'sits restfully' 
'to dance' ?ag-sa-srua 'characteristically dances' 

Light syllable reduplication in Ilokano co-occurs with a prefix in 
the examples in (48). Importantly these prefixes are not redupli­
cated so given the approximate morphological structure in (49) and 
cyclic spell-out of morphemes, a derivation of the form in (50) re­
sults. The [+RR] feature in (49) below 'lagin indicates that this affix 
triggers a readjustment rule; 

(49) � 
?agin root 
[+RR] I 

da1it 

(50) a. # � d � a � ? � i � t � % 

b. # � d -� a � 1 � i '-7 t � % 
� 

c. \f\ 
# � d --7 a � 1 -7 i '-7 t -� %  

t � 
1 � a � g � i � n  

The derivation in (50) indicates that the root is spelled-out first. 
When it comes time to spell-out the affix, the readjustment rule 
triggered by the affix applies to the root first as shown in (50b) . 
After the readjustment rule has applied, the affix is then spelled out 
as in (50c) and this ordering correctly predicts that reduplication 
triggered by an affix, whether this affix is phonologically null or 
not, should only affect previously spelled-out phonological mate­
rial. 

All of the polysemous reduplication patterns presented in (46) 
are examples of reduplication triggered by zero morphs. Presuma­
bly in these patterns, each separate semantic distinction is associ-
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ated with a particular morpho-syntactic feature and the polysemy 
arises from the fact that these different morphemes trigger the same 
readjustment rule that causes reduplication. It is very difficult to 
find an exact one-to-one correspondence between a semantic dis­
tinction and a single reduplication pattern without additional mor­
phology in any language. This situation indicates that it is likely 
that all reduplication patterns result from a readjustment rule and 
that reduplication is never a morpheme in and of itself. In other 
words, where a reduplication pattern is not accompanied by addi­
tional phonological changes the primary exponence of the morpho­
syntactic or semantic features is a zero morph which causes redu­
plication as a readjustment. 

3.2 The concatenation of morphemes 

The new representations proposed for the phonological module in 
chapter 2 have major implications for the understanding of whatthe 
phonological aspects of morphemes are and how morphemes are 
concatenated. The notions of root, prefix, suffix, infix, etc. can be 
directly encoded in the phonological material that is associated with 
a morpho-syntactic feature. 

We will pursue a model of morpheme concatenation that shares 
ideas with the containment model proposed by Prince and Smolen­
sky (1993) and proposals made in Noyer (1997b). Some of these 
traits have already been seen in the phonological structures utilized 
in chapter 2 .  The main aspect of the model of morpheme concate­
nation being developed is that morphology will be primarily struc­
ture building. This view exploits the ability to build complex 
phonological representations that only increase in complexity and 
phonological material when morphemes are added. The character­
istic that information is not destroyed by the addition of morphemes 
is what makes this model similar to the containment model of 
Prince and Smolensky. The characteristic that morphemes can only 
add phonological material3 is shared with Noyer (1997b). 

Let us consider some examples of prefixation and suffixation. 
We see that the word unlock consists of a free root lock and a bound 
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prefix un-.  All of the aspects of prefix, free and bound can be di­
rectly encoded by what information is contained in the precedence 
relations in the phonological representations, as seen in (51). 

(5 1) a. lock flak! free root 

b. un IAn! bound prefix 

# � A � n �  {X} 

When we recall the representations presented throughout chapter 2, 
we immediately see a difference in the representations for lock in 
(5 1 a) and un- in (S Ib). Specifically, (5 1a) is a well-formed 
phonological representation that has a complete transitive prece­
dence ordering from # to %. (51b) is not well formed in this respect 
because there is no end point for this phonological representation (it 
lacks a %). This difference of well-formedness between (5 1a) and 
(S Ib) shows the difference between a phonologically free and 
bound item. Affixes are phonologically bound and will have vari­
ables that specify how they are concatenated with other mor­
phemes. The presence of a variable that defines a precedence rela­
tion is indicated in (S Ib) by the bracketed material. 

Precedence variables that are part of the phonological represen­
tation of affixes define a particular segment that will satisfy a speci­
fied precedence relationship. The precedence relationship that ends 
the prefix in (S Ib) is not specific enough to actually concatenate it 
with the root in (5 1a) because not enough precedence information 
has been given. (52) presents a typology of morphemes based on 
what phonological information is present. 

(52) type beginning end 
free # �  � %  
prefix # �  {# � -} 
suffix {-� % } � %  
other {X} { Y} 
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A morpheme that is phonologically free will have a precedence 
structure that has both a beginning and an end which will allow it to 
be linearized. A prefix is a morpheme that has a specified beginning 
but has a variable that specifies that it precedes the beginning of 
some other phonological material. A suffix is the opposite case 
where a variable specifies that it follows some other phonological 
material but the suffix will end a precedence graph. Any morpheme 
that contains a variable that does not concatenate with some other 
phonological material to discharge the variable will crash during the 
linearization process and this explains their boundedness. It should 
be noted that morphemes can be bound for other reasons than just 
phonological ones through restrictions on morpho-syntactic fea­
tures. 

There is one type of morpheme left in (.52) under the name 
"other" that has variables that specify both the beginning and end of 
it. This type of morpheme covers infixes and reduplication with the 
difference among them being what the relationship between the two 
variables is. In general, infixes will have a beginning precedence 
variable that precedes the ending precedence variable when the in­
fix is concatenated with a stem. Reduplication has the opposite re­
lationship between its precedence variables with the beginning 
variable specifying a point that temporally follows the point de­
scribed by the ending variable. Presence or lack of segmental mate­
rial does not distinguish between infixes and reduplicative affixes 
and this will be discussed in section 3.3. 

Due to the possible complexity added to the phonological repre­
sentation of a morpheme, we will standardize the presentation of 
the precedence information in a morpheme. If a precedence rela­
tionship is distinct and non-variable, then the now familiar arrow 
that indicates the relationship of precedes will be used. If a prece­
dence relationship is variable in that it describes some position of a 
precedence structure then either begin or end will be used in the 
representation of the morpheme. The description of this precedence 
variable will then be presented in two formats. The first format will 
utilize begin and end in the representation of the affix with struc­
tural descriptions for begin and end variables presented below the 
affix when necessary. The second format will present the mor-
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pheme concatenation as a precedence graph with dotted arrows to 
indicate what precedence variables have been discharged. These 
two formats are notational variants that allow different aspects of 
the concatenation process to be highlighted. Consider the examples 
of this layout with the English prefix un- presented in (53a,b) and 
suffix -ish in (53c,d). 

(53) a. # --7 A --7 n --7 end 
end: # --7  

c. begin -7 I --7 f -7 % 
begin: -7 % 

b. # -7 X  
fo.. 

I 
I 

# -7 A --7 n  

c. X -7  % 
fo.. I 

I I --7 f -7 % 

Returning to the example of prefixation presented by unlock, (54) 
shows the phonological structure that results from concatenating 
un- and lock given the representation for un- given in (53a). 

(54) # --7 1 --7 a --7 k -7% 
t if' 
A -7 n  

Two things should be noted of the concatenation process. The first 
is that there is only a single beginning and end present in any 
precedence structure. Thus, multiple instances of either # or % will 
collapse into a single entity that combines the precedence informa­
tion from them. This seen in (54) where both III and fAl follow #. 
The other notable process is the substitution of the precedence vari­
able in the affix with the segment that satisfies this variable. This is 
also seen in (54) where In! precedes III since III satisfies the envi­
ronment of the variable. A precedence variable of a morpheme can 
not be satisfied by any segment that is part of the morpheme. This 
prevents I A! from satisfying the precedence variable which would 
result in In! preceding IA!. 

The concatenation of morphemes respects the derivational his­
tory of a formative because of the principle that gives more impor-
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tance to recently added material. The addition of multiple prefixes 
or suffixes has the effect of placing additional affixes to the outside 
of previously added ones because of this principle. Consider (55) 
which shows the step by step concatenation of boyishness. 

(55) a. # � b � :J � Y � % 

b. # � b � :J � Y � % 

t t 
I � f 

c. begin � n � a � s � % 

begin: � % 

d. X � %  
I 
I 

\¥ 
n � a � s � %  

(.55a) shows the root and (55b) shows the concatenation of -ish to 
this root given the representation of --ish in (53b). Concatenation 
here is the same as the example in (54) except a suffix has been 
added instead of a prefix. (55c,d) presents the phonological repre­
sentation for -ness and (5.5e) shows the precedence structure that 
results from the additional concatenation of -ness to (55b). The only 
issue here is to make sure that the precedence variable for -ness is 
satisfied by the end of -ish and not the root. If the precedence vari­
able of -ness was discharged by the root, a decision would have to 
be made by the linearization process to only linearize one of the 
two suffixes .  This problem is remedied by the principle that makes 
sure that the identifiable end or beginning of a formative reflects the 
most recently added phonological material.4 
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3.3 Infixes and reduplication 

The discussion of prefixes and suffixes in section 2 of this chapter 
only illuminates the rudimentary aspects of the precedence vari­
ables that are used in the phonological representations of mor­
phemes. Infixes and reduplication show the full possibilities of 
precedence variables not only because of the presence of two vari­
ables in these kinds of morphemes but also due to the types of 
precedence variables instantiated. Prefixes and suffixes only make 
reference to the first and last segment of a formative in their prece­
dence variables but more exotic variables are utilized in natural 
languages. 

To begin the investigation of the range of possible precedence 
variables, we will examine infixation in Sundanese. This pattern of 
infixation provides evidence for a very common type of infixation 
and for the complex precedence structures built by the morphology. 

Sundanese (Robins 1957, Anderson 1980) has an infix, ··ar-I-al- , 
that is placed into the root directly after a word initial consonant. 
Data supporting the infixing behavior of this affix is presented in 
(56). Note that the Irl of the affix dissimilates to III if there is an Irl 
that follows in the root. 

(56) moekdn 'to dry' m-ar·-oekdn Plural 
paur 'to say' p-al-aur Plural 
niis 'to cool oneself' n-ar-iis Plural 
paho 'to know' p-ar-aho Plural 

The phonological representation of the affix larl with the appropri­
ate precedence variables is presented in (57a,b). 

(57) a. begin � a � r .� end 

begin: # ---7 
end: 

I 
# *  line 0 

b. a -7 r 

� t I 
# ·� X  . . . X 

I 
# * line 0 
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c. # � n � i � i � s � %  

� � 
a -7 f  

Since larl is an infix we find both begin and end precedence vari­
ables in (57a,b). (57c) shows the precedence structure that results 
from concatenating larl with a root. The structure that is built by the 
morphology in (57c) indicates that there is a detour from the In! into 
the infix larl and then back to Iii in the root. This detour is accom­
plished by the variables that specify the behavior of the infix. The 
begin precedence variable in (57a) states that larl follows whatever 
segment begins the root. The end precedence variable in (57a) re­
quires more access to the phonology of the form in that it specifies 
that the affix precedes the first vowel of the formative. The "first 
vowel" can be determined by examining the metrical grid (Idsardi 
1992) for the formative, locating the first line 0 mark and then 
identifying which segment this grid mark is associated to. The mor­
phology module must have access to the metrical module in order 
to account for allomorphy conditioned by stress as in the English 
suffix -al that creates deverbal nominals. This suffix only attaches 
to stress final stems (i.e. rem6v-al, betray-al but * sever-al5) and this 
fact requires the morphology to access metrical information about 
these forms. 

One immediate benefit from the present analysis of the infix larl 
in Sundanese is the ability to account for the unusual interaction 
between a nasal spread process and infixation. The nasal spread 
process in Sundanese is almost identical to the one already de­
scribed in chapter 2 for Malay. The particular issue of interest is 
that Irl normally blocks the spread of [nasal] onto following vowels. 
The data in (58) show the behavior of nasal spread and which seg­
ments act as blockers to this process. 

(58) maro [mfiro] 'to halve' 
maneh [mfineh] 'you' 
mandi [mfindi] 'to bath' 
niis [nl1is] 'to take a holiday' 
miasih [rn1fisih] 'to love' 



kumaha 
J1ahoken 
baohar 

[kum�h�] 'how?' 
[p�oken] 'to inform' 
[baoMr] 'to be rich' 
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The data in (59) shows how infixation interacts with this nasaliza­
tion process. The complicated aspect to this data is to explain how 
the vowels in (59) that occur after the infix receive nasalization. 

(59) moekan [moeken] 
J1aur [pailr] 
niis [nl'lis] 
J1aho [P�o] 

m-ar-oekan [mMoekan] 'to dry' 
J1-ar-aur [p�lallr] 'to say' 
n-ar-iis [nm'lis] 'to cool oneself' 
J1-ar-aho [PMahO] 'to know' 

If we consider the forms in (58), we see that non-nasal consonants6 

block nasal spread (cf. miiro not *miiro, miindi not *miindl, mUlsih 
not *miiisih). An additional opaque complexity to this pattern is a 
denasalization rule that denasalizes any vowel preceded by a non­
nasal consonant (Anderson 1980: 149). This rule denasalizes the 
vowels immediately following the infix larl in (59). The question 
that remains is how do the vowels that follow these denasalized 
vowels receive their nasalization if the Irl of the infix blocks nasal 
spread (we can also ask if Ir/ blocks nasalization why is there a need 
for this denasalization rule). 

The answer to these questions is readily apparent if we remem­
ber the analysis proposed for Malay nasal spread in section 2.2. 1 .  
The crucial part of that analysis i s  that all nasalized vowels in Ma­
lay are preceded by a [nasal] segment at sometime in the derivation. 
This characteristic is also true of the forms with infixes in (59) if we 
reconsider the phonological representation (57c). By simply allow­
ing [nasal] to spread from left to right without requiring uniformity 
in this representation, we produce the post-nasalization representa­
tion in (60). 

(60) # � n � 1 � 1 -7 1 -� S ---7 % � � 
� � r  
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The complex structure that has been built by the infix creates two 
different paths from the initial In! to all of the vowels in this form. 
Both the vowel of the infix and the vowels in the root are directly 
nasalized by In! because they are both preceded by In!. This form 
can now be linearized, producing (61a), and then applying the de·­
nasalization rule to produce the correct form (6 1b). 

(61) a. # -? n -? il -?  r -? l -?  1 -?  1 -? S -? % 
b. # -? n -? il -7 r -? i -? 1 -? 1 -? S -? % 

This completes an analysis of infixation of larl in Sundanese. 
Both the placement of the affix and the complex interaction of it 
with a nasal spread process are directly accounted for by the prece­
dence variables that are part of the phonological representation for 
this morpheme. The present analysis of nasal spread in Sundanese 
indicates that featural spread does not have to be local process in 
the surface form contra arguments made by Walker (1998b). The 
appearance of long distance spreading of nasality in Sundanese is 
an opacity effect where linearization and a denasalization rule ob­
scure an earlier representation that nasalization operated on. Given 
the derivational approach in this model, the vowels that are nasal­
ized in Sundanese are not local at the surface and do not share a 
single [nasal] feature. 

The important insight into the behavior of infixes that is pro­
vided by the present proposals is that their unique behavior is due to 
there being two precedence variables in their phonological repre­
sentation. Two precedence variables in a morpheme does not entail 
that it will be an infix though. Depending on what the temporal re­
lationship between the two precedence relationships other surface 
effects are produced. 

As discussed in chapter 2 ,  reduplication results from a 
phonological representation that has a loop in it. Loops in a forma­
tive will be created whenever an affix is added where the beginning 
precedence variable specifies a point in the formative that is tempo­
rally later than the point specified by the ending precedence vari­
able. To make this concrete, consider total reduplication in Indone­
sian. An example of this is buku 'book' which reduplicates as buku-
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buku 'book (plural)
,
. The derivation for this form is presented in 

(62). 

(62) a. begin � end 

begin: 
end: 

c. # -� b � u � k � u � %  

d. # � b � u � k � u � %  � 

b. # � X  . . .  X �% 
� ,i � - '  

(62a,b) gives the phonological representation of a precedence link 
that causes total reduplication. Since there is no segmental material 
added in conjunction with total reduplication, a precedence arrow 
directly links begin and end. Since there is no segmental material in 
this affix the only surface result is the repetition of the base that it is 
concatenated to. 

This approach to reduplicative morphemes makes the implicit 
claim that reduplication is no different than the concatenation of 
any other morpheme. Depending on what types of precedence vari­
ables are contained in a given morpheme, different surface types of 
affixes (prefixes, suffixes, infixes, reduplication) are produced. 
Limiting the discussion to only reduplication, depending on what 
points in a formative are picked out by the precedence variables dif­
ferent patterns of reduplication can be created. 

The total reduplication example in (62) appears to present the 
unmarked case for reduplication. Moravcsik (1978:328 fn. 13) indi­
cates that total reduplication may be a true universal of human lan­
guage since it appears that all languages have reduplication of some 
sort and that there is an implicational relationship between total re­
duplication and partial reduplication. If a language has a partial re­
duplication pattern then the language in question will also have to­
tal reduplication (Moravcsik 1978:328). These empirical facts coin­
cide with the analytic unmarkedness of the precedence variables 
required to produce this pattern. The beginning and end of a forma-
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tive are the two most prominent positions and this is supported by 
the commonness of prefixation and suffixation. Total reduplication 
utilizes the environments of both prefixation [# � _] and suffixa­
tion L_ � %] so there is a natural formal explanation for the fre­
quency of this reduplication pattern. 

Other reduplication patterns can be produced by making the en­
vironment specified by a precedence variable more complicated. 
This topic will be discussed in detail in section 3.4. The 
phonological specification of a morpheme that causes reduplication 
can be made more complicated in other ways. There is no reason 
not to allow segmental material to occur with loops. Just this situa­
tion obtains in phenomena referred to as pre specification or melodic 
overwriting in reduplication. 

Alderete et al (1999) discusses the topic of prespecification in 
reduplication patterns in detail. They argue that Optimality Theory 
provides a deeper insight into this aspect of reduplication than pre­
vious approaches. To highlight their divergence from previous 
analyses of this type of reduplication data, Alderete et al use 'the 
term "fixed segmentism" instead of prespecification. One important 
aspect of Alderete et ai 's  analysis that is correctly reflected by their 
change of terms is that they propose that there are actually two dis­
tinct sources of prespecification in reduplication patterns.  They 
claim that one of the two types of sources for prespecification in 
reduplication is morphological in nature. This type of prespecifica­
tion is evidenced in the reduplication patterns of Kamrupi (Alderete 
et al 1999:328) in (63a) and English schm- reduplication (Alderete 
et aI 1999:355) in (63b). 

(63) a. ghara 
khori 

ghara-sara 'horse'l'horse and the like' 
khori-sori 'fuel'/'fuel and the like' 

b. table-schmable 
resolutions-schmesolutions 

Both reduplication patterns in (63) show the insertion of some seg­
mental material in addition to reduplication. The Kamrupi example 
in (63a) shows the insertion of lsi which appears to replace the on-
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sets Igh/ and /kh/ respectively. The English examples show a simi­
lar behavior with ISm! replacing the onset of each reduplicated 
word. 

This type of prespecification in reduplication is morphological in 
nature for Alderete et al (1999) because there is no plausible way to 
derive the pre specified segments in a phonological approach from 
the emergence of the unmarked (McCarthy and Prince 1994a). 
Morphological prespecification always increases the markedness of 
a form in Alderete et ai ' s  eyes and since phonological alternations 
should always decrease the markedness of a form in some way 
within Optimality Theory this type of phenomenon cannot be 
phonological in nature. 

While the model of reduplication developed here differs drasti­
cally in the assumptions made about the nature of phonology, an 
analysis similar in spirit to the one proposed by Alderete et al is 
available. To begin with, the presence of segmental material not 
present in the base is explained by positing this material as part of 
the phonological representation of the affix. The remainder of the 
analysis is simply to determining the precedence variables. 

The examples in (63) only differ in the segmental content of the 
reduplicative affix. (64) and (65) show this by presenting what the 
phonological representation of the reduplicative affix is for Kam­
rupi and for English. 

(64) a. begin -7 s -7 end 

begin: -7 % 
end: 

I 
# * line 0 

b. # --7 X . . .  X . . .  X -7 % I �\� 
line 0 # * s 

c. # -7 kh -7 0 -7 r -7 i -7 % 

� s J 
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(65) a. begin � J � m � end b. # � X  . . .  X . . .  X � %  

V1' � 
begin: � % 
end: 

I 
# * line 0 

line 0 # * \ f --+ m \ I , I 
'" ,,' '- --

c. # � t � e � y � b � <1 � l ·� % � 
f � m  

The precedence variables in (64a,b) and (65a,b) are the same as 
those used in analyses of infixation and suffixation. The precedence 
variable that specifies that an affix follows the end of the base is the 
begin precedence variable for this particular reduplication pattern. 
The end precedence variable is the environment that picks out the 
first vowel of a base as used in the Sundanese infixation example. 
There is nothing unusual in this type of reduplication pattern once 
the phonological representation of it is determined because it is 
constructed entirely of pieces we have already encountered. 

Alderete et al (1999) argue that phonological cases of prespecifi­
cation are inherently different from morphological ones. One of the 
cases of reduplication that Alderete et al present to illustrate this 
point is from Nancowry (Radhakrishnan 1981).  A sampling of the 
data from this reduplication pattern in Nancowry is found in (66). 

(66) cmt 
rom 
j1iak 

1it-cmt 
1um-rom 
1uk-j1iak 

'to go, to come' 
'flesh of fruit' /'to eat pandanus fruit' 
'binding' /'to bind' 

The basic pattern of reduplication seen in (66) is the copying of the 
last segment of the base with a prespecified glottal stop onset and a 
prespecified high vowel that is either Iii or lui prefixed to the base. 
This pattern will be discussed in greater detail in a moment. 

Alderete et aI' s  distinction between phonological and morpho­
logical cases of reduplication is based solely on Optimality Theory 
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internal theoretical grounds. Simply, if the fixed segment is un­
marked and can therefore be derived from an emergence of the un­
marked (McCarthy and Prince 1994a) ranking of MAxIO and MAXBR 
then they declare that the pattern is phonological. Alderete et al ar­
gue that this is the case for the reduplication pattern in N ancowry in 
(66) since there is a reduction of the vowel inventory in the redupli­
cant and that reduplicants usually appear with a glottal stop in word 
initial position. According to Alderete et al 's view, both of these 
surface effects are the result of miscopying with the goal of de­
creasing markedness in output forms (with /'11 being the unmarked 
consonant and Iii and lui being unmarked vowels). 

However, Nancowry does not support this view of prespecifica­
tion but to see why, we must first identify the issues at hand with 
respect to prespecification. There are four relevant questions:  (1)  do 
reduplication specific processes exist?, (2) is prespecification the 
result of morphology or phonology?, (3) what is  the relationship 
between morphology and phonology?, and (4) which is a better ap­
proach to this phenomenon? invoking prespecification or copho­
nologies? 

The answers to these questions that are implicit in Alderete et 
al' s  analyses are as follows. With regard to the first question, there 
are reduplication specific processes and this is a fundamental char­
acteristic of the architecture of the correspondence theory approach 
to reduplication. Reduplication has its own correspondence relation 
(base/reduplicant correspondence) and there is also the abstract 
morpheme RED. This type of organization of the phonological 
grammar makes the claim that reduplication is unique and unlike 
other processes and that it requires its own correspondence relation­
ship. The only way to avoid this situation is to pursue a RED-less 
model of reduplication within OT along the lines proposed by 
Raimy and Idsardi (1997). The empirical feasibility of this model is 
unclear due to a lack of work in this type of Optimality Theory 
grammar. 

As already discussed, Alderete et al ' s  response to the second 
question is that there are both cases of phonological and morpho­
logical prespecification. The phonological cases of prespecification 
that Alderete et al spend most of their time discussing are directly 
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derivable from the emergence of the unmarked philosophy. Mor­
phological prespecification is invoked in cases where the emer­
gence of the unmarked approach will not work. This situation ob­
tains when the prespecified segment is not the unmarked or default 
segment of the language, as in the English schm·· reduplication. lIm! 
is most definitely not the default onset type in English and thus a 
separate morpheme that introduces this segmental material into the 
forms is required. 

The answer to the question about the relationship between mor­
phology and phonology has also already been discussed. Optimality 
Theory assumes a non-modular relationship between morphology 
and phonology. 

Finally, Alderete et al implicitly argue that cophonologies are 
preferable to prespecification in accounting for "fixed segmentism" 
effects. This position is indicated by the presentation of the emer­
gence of the unmarked based analyses of prespecification phenom­
ena where either a phonological or morphological approach are 
equally tenable. Alderete et al admit this analytic ambiguity but do 
not provide any explicit discussion of how it is to be resolved. 

The most crucial difference in assumptions between Alderete et 
al and the analysis of Nancowry that will be developed here is 
about the relationship between morphology and phonology. As dis­
cussed earlier in this chapter, the model of reduplication being de­
veloped here assumes a modular relationship between morphology 
and phonology. According to this assumption, there is an independ.,. 
ent level of representation where morphological structure is built. 
This morphological level precedes the phonology and provides the 
representations for the phonology to operate on. This organization 
allows for the morphology to construct phonological representa­
tions that must be altered in the phonology according to either lan­
guage universal or language particular processes. Accordingly, non­
surface true generalizations can be made at this morphological level 
that are then modified by the phonology. 

Combining the assumption of a modular relationship between 
morphology and phonology with the analysis of reduplication pre­
sented so far, the other three assumptions about prespecification 
that differ from Alderete et al follow directly. Since we have identi·· 
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fied the behavior of reduplicative affixes with the precedence vari­
ables there is no natural way to separate them from other affixes. 
All affixes require at least one precedence variable and all other dif­
ferences result from what phonological material is stored for each 
affix. Consequently there is no natural way to distinguish between a 
reduplicative affix and other kinds of affixes except in a brute force 
way. This prevents reduplication from having any special charac­
teristics or processes assessed to it in the phonology. The only way 
to create a reduplication specific effect is to stipulate that a particu­
lar affix (which happens to cause reduplication) behaves exception­
ally in some manner. Additionally, since the difference between 
reduplicative affixes and non-reduplicative ones is based purely on 
the content of phonological material, it is equivalent to the differ­
ence between prefixes and suffixes or between affixes that have /if 
and affixes that have /t! as segments in them. There is no special 
RED morpheme or other reduplication specific device. Following 
from these two points and the general architecture of the linguistic 
system assumed here, the morphological component should be the 
only source of prespecification.7 

With the background assumptions in hand, we can now turn to 
the full set of data from Nancowry. Radhakrishnan (1981)  is the 
primary source for data on Nancowry and (67) presents a represen­
tative sample of the data that Alderete et al (1999) analyze. 

(67) a. (C)VC reduplicant 
iit-sut 'to rub' /'to kick with the foot' 
iin-jIuan 
iit-cac 
lin-sejI 
iup·-kap 
ium-r6m 
iuk-jIicik 
1uU-mfaU 

'groaning noise' / 'to groan' 
'word' / 'to pray' 
'to cut things to pieces' 
'to hold' / 'to sting' 
'flesh of fruit' /'to eat pandanus fruit' 
'binding' / 'to bind' 
'comer' 

b. (C)V reduplicant 
ii-tus 'to fall off (as a bird' s feather)

, 
/'to pluck out' 

ii-ruay 'moving forward and backward'/'to beckon' 
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?u-1:iw 
1u-tuai 

'short barking noise'I'to bark' 
'round' /'a knot' 

Note that (67) does not encompass all types of reduplicated forms. 
These additional forms will be added later when they become perti­
nent. 

The main flaw in Alderete et aI's analysis of Nancowry is the 
attribution of certain aspects of the reduplication pattern as resulting 
from reduplication specific phenomena. An adequate analysis 
should correctly identify which aspects of the reduplication pattern 
are due to general Nancowry phonology and which aspects result 
from the morphological specification of the reduplication mor­
pheme. 

The reduplication pattern that Radhakrishnan (198 1)  identifies in 
Nancowry has the following characteristics: the reduplicant is pre­
fixed, the onset of the reduplicant is either /11 or 0, the remainder of 
the reduplicant is either V or VC in shape, and the vowel is either iii 
or lui. Of these four descriptive facts only the first one is uncontro­
versial. The remaining three are open to interpretation and discus­
sion. The interpretation of these descriptive generalizations by Al­
derete et al does not reflect the best analysis of reduplication in 
Nancowry. 

Alderete et al identify the miscopying of the onset of the root in 
Nancowry as a markedness reducing effect. This view of the pres­
ence of glottal stop in reduplicants is incorrect though. Radhakrish­
nan (1981 :35) argues that there is a phonetic rule in Nancowry that 
inserts a glottal stop into all vowel initial syllables and this process 
explains the absence of onsetless syllables in Nancowry. Because of 
this independently motivated restriction on possible syllable types, 
we can analyze reduplication in Nancowry such that it does not 
copy the onset of the root. In support this claim, we can tum to a 
case where there is interaction between reduplication and further 
affixation. 

In Nancowry there is an agentive morpheme Imal that alternates 
between Imal and 1m! depending on what kind of stem it is added 
to. For stems that are not reduplicated, this morpheme appears as 
Imal and when added to stems that are reduplicated it appears as 
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frnJ. In addition to this alternation, reduplicated forms with the 
agentive morpheme do not have a glottal stop present in its onset. 
Radhakrishnan (1981 :57-58) posits a sandhi rule that deletes both 
the vowel from fmal and the glottal stop from the reduplicated form 
in just this morphological circumstance. A simpler analysis is avail­
able though. If the glottal stop in reduplicants is the result of a pho­
netic epenthesis rule, reduplicants will be vowel initial at the point 
when fmal is added. Since onsetless syllables are banned in Nan­
cowry, we can see the alternation in the agentive morpheme as the 
result of a hiatus rule that deletes fal when it is followed by another 
vowel. Consider the informal derivations in (68). The data is from 
Radhakrishnan (1981 :57-58) although this author does not suggest 
the analysis presented in (68). 

(68) Morphology Phonology Phonetics 
a. u-'lui? =} u-'lui? =} '1u.'lui'1 
b. ma-u-'lui? =} m-u-'lui? =} mu.'lui? 
c. ha-cim =} ha-cim =} ha.cim 
d. ma-ha-cim =} ma-ha-cim =} ma.ha.cim 

In (68) we see morphological, phonological, and phonetic repre­
sentations of four formatives. In (68a) reduplication is the only 
morphological process that has occurred. A vowel initial syllable is 
created by reduplication and later in the phonetics module a glottal 
stop is added to provide an onset. (68b) shows the addition of fmal 
in the morphology in addition to reduplication. In this case, the 
phonology is provided a sequence of two vowels and the fal is de­
leted. This representation then enters the phonetics and nothing 
needs to be done because there is no vowel initial syllable. (68c) 
and (68d) present cases where there is no onsetless syllable at any 
time in the derivation and thus no vowel deletion occurs in the pho­
nology (the agentive fmal only occurs on unreduplicated stems if 
the causative morpheme /hal is present). 

Now that the glottal stop is identified as not being part of the re­
duplicant it should be noted that the actual templatic target for re­
duplication in Nancowry is a vowel initial syllable. This situation 
highlights the possibility of conflicting processes existing in sepa-
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rate modules. The morphological specification of reduplication in 
Nancowry specifies the reduplicant as a VeC) sequence even though 
a vowel initial syllable is not tolerated at the surface.  If the mor­
phology and phonology (and phonetics) are a single module, this 
type of conflict between morphological and phonological processes 
should not occur. Just such a situation is expected in a modular ap­
proach though. 

Both Radhakrishnan (198 1) and Alderete et al (1999) claim that 
whether a coda is copied in the reduplicant is a reduplication spe­
cific effect. Radhakrishnan (1981 )  posits the generalization that if 
the coda of the root is an oral or nasal stop the coda will be copied8, 
otherwise the reduplicant will not have a coda. Alderete et al 
(1999:350-353) recast this generalization through the interaction of 
NOCODA and identity constraints that causes only non-continuants 
to copy as a coda. As argued by Alderete et al this is a kind of the 
emergence of the unmarked effect that claims that this restriction on 
codas is a reduplication specific effect. 

A broader generalization about the distribution of codas in Nan­
cowry is available if non-reduplicant syllables are considered. Rad­
hakrishnan (1981 :36) notes that not all the combinatorially possible 
heterosyllabic consonant clusters occur in his sample of Nancowry. 
A principled explanation of this gap in consonant clusters across 
syllables can be obtained if the interaction between stress and coda 
consonants is considered. 

The dictionary of roots and derived forms included in Rad­
hakrishnan (1981) indicates that unstressed syllables have a limited 
inventory of possible codas. The basic pattern is that all unstressed 
syllables pattern like reduplicants in that only oral and nasal stops 
are licensed.9 There is a small amount of noise present in this gen­
eralization due to contradictions in Radhakrishnan (1981) .  In the 
dictionary section, there are four particles that are listed as un­
stressed which have continuants or glottal stops in their codas. In 
conflict with this is the list of particles (Radhakrishnan 1981 :82) 
which contain these four items (kuy 'head' , cal 'face' ,  tay 'hand' 
and tow no gloss given, but listed as a root with stress glossed 
'heart' in the index of roots p.75). This list of particles states that 
they are actually roots . The issue of whether these morphemes are 
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roots or not is important because Radhakrishnan (198 1 : 15) states 
that all roots are stressed and in disyllabic roots the rightmost sylla­
ble receives stress . Since these apparent exceptions are actually 
roots, these particular morphemes support the generalization that 
only oral and nasal stops are permissible codas in unstressed sylla­
bles. 

There are three marginal forms that are apparent counter exam­
ples to this generalization. The first is the form 7u?-?6w 'to vomit' 
which is a reduplicated form. This appears to be a truly exceptional 
form because it not only violates the proposed generalization about 
possible codas in unstressed syllables but it also violates Rad­
hakrishnan' s  and Alderete et aI ' s  generalization that glottal stops 
should not copy in reduplication. Another exception is the form 
ku1Jn6re 'gold' which is a borrowed word. Because it is a borrowed, 
we are unsure as to its actual morphological parse (Radhakrishnan 
does not provide one nor is this form listed in the root dictionary) so 
there is the possibility that the initial syllable has been analyzed as a 
root in Nancowry. The last remaining form is cal-tac 'frog' and it 
also does not have any morphological gloss provided. Due to the 
small number and lack morphological analysis of these exceptions 
it is clear that there is a generalization to be made about the distri­
bution of codas in unstressed syllables in Nancowry. 

The restriction of codas in unstressed syllables in Nancowry can 
be understood as a positional licensing or markedness effect (Hy­
man 1990, Beckman 1995, Zoll 1998) where the broader range of 
consonants is only licensed in onsets and stressed syllables. Ac­
counting for this kind of phenomena does not distinguish between 
the analysis presented by Alderete et al and the modular analysis 
presented here so the formalization of this phenomenon will not be 
pursued further. The fact that the presence of a coda in a reduplicant 
can be predicted from non-reduplication specific information is an 
important fact that will be discussed when the modular approach is 
compared with Alderete et al (1999). 

The remaining issue of the reduplication pattern in Nancowry is 
whether the vowel in the reduplicant is predictable or not. Alderete 
et al claim that the vowel is predictable but base their analysis on a 
small subset of reduplication data. Specifically, Alderete et al 
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( 1999 : 139) limit their analysis to reduplicated forms that contain 
codas in the reduplicant or have a high glide, lil, or lsi in the coda 
of the base. If a comprehensive sample of reduplicated forms in 
Nancowry is considered it is apparent that the vowel in the redupli­
cant is not predictable. Consider the data in (69). 

(69) a. '1u-'1aw 
'1i-saw 
'1u-tuat 
'1i -'1l'lt-a 10 

b. '1u-ya? 
'1i-na'1-a 
'1u-uuah 
'1i-kUah 
?u-teh 
'1i-t�h 
?u-J1ili-a 
'1i-J1ili 

c. ?i-mQa 
?i-ci 
?u-ki 

'short barking noise'l'to bark' 
'defecate' 
'round' /'a knot' 
'twig' 

'to leave something'l'to lay an egg' 
'handover something to some body' 
'erect' / 'cliff' 
'to shave' 
'to cut, to harvest' 
'to float' /,ignored' 
'tree' 
'to sell' 

'twisted' /'to wring' 
'to decorate ' 
'to carry, to refill' 

The forms in (69a) indicate that even in the selection of form types 
considered by Alderete et al (1999) vowel quality in the reduplicant 
is not predictable. (69a) shows near minimal pairs of roots ending 
in the high glide Iwl and lil that show that whether the vowel in the 
reduplicant is Iii or lui is an arbitrary fact of the root and not based 
on general phonological processes in Nancowry. The additional 
near minimal pairs in (69b,c) further reinforce the unpredictability 
and arbitrariness of vocalic quality in the reduplicant. When the en­
tirety of the types of root forms and their reduplicants are consid­
ered, it is apparent that any analysis that claims the vowel in the 
reduplicant is predictable is untenable. 

The distribution of vowels in reduplicants requires the setting up 
of an arbitrary distinction in the morphology where roots are 
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marked as either Iii roots or lui roots (similar in idea to theme vow­
els in Romance languages). This approach is necessary and suffi­
cient to account for all of the reduplicated forms in N ancowry. 
While the partial regularity of some reduplicated forms that Al­
derete et al use as the basis for their analysis tempt one to posit a 
phonological generalization, this move is neither sufficient nor nec­
essary to account for the entire data set. Thus, the claim that the 
vowel in reduplicants in Nancowry is predictable should be aban­
doned. 

Now that the pertinent generalizations in Nancowry have been 
identified, the phonological representation of the reduplicative affix 
can be identified. To obtain the particular pattern of reduplication in 
Nancowry, a precedence variable occurs in the "middle" of other 
phonological material and this variable will be referred to as mid­
dle. This simple modification will allow the reduplication pattern in 
Nancowry to be presented.ll  

(70) a. # � ilu -� middle � end b. # � { i,u } " 

middle 
end 

\ 

VI 
# � x  . . . X -� %  

� ,,' , - - '  

The discontinuous nature of the reduplication pattern in Nancowry 
is captured by (70a,b) through the presence of a "middle" prece­
dence variable. Informally (70a,b) states, "Iii or lui precede the last 
segment of the base which precedes the first segment of the base". 
Each root will be classified as either an Iii root or an lui root and 
this will determine whether an Iii or lui appears in the reduplicant. 
The use of a "middle" precedence variable to produce discontinu­
ous reduplication patterns is supported by analyses of Temiar and 
Semai that are presented in section 3 .4.5. 

We can now tum to example derivations that show how the re­
duplication patterns in Nancowry are produced by the phonological 
specification of the affix in (70) and general phonological processes 
in Nancowry. No reduplication specific behavior is present in this 
analysis. Note that the morphology spells out phonological material 
in a cyclic fashion starting with the base and moving outward. 
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(71) ?u-nmili 'erect'/'c1iff' 

Morphology = [affix u[ouah]] 
spell-out base spell-out affix 

Phonology 
linearize 
uh-ouah 

r u � 

coda licensing 
u-omih 

Phonetics 
glottal stop epenthesis 
?u-nuah 

(72) ?i-tus 'to fall off [bird's  feather]
,
/'to pluck out' 

Morphology = [affix I[tuS]]  
spell-out base spell-out affix 

r i� 
# --) t --) u --) s --) % # --) t --� u --) s --) %  

Phonology 
linearize 
is-tus 

coda licensing 
i-hIs 

�J 
Phonetics 
glottal stop epenthesis 
?i-tus 

(73) ?i-cf 'to decorate' 

Morphology = [affix I[cf]] 
spell-out base spell-out red 

Phonology 
linearize 
il-cf 

r i� 
# --) c --) l --) % 

� 

coda licensing 
i-cf 

Phonetics 
glottal stop epenthesis 
?i-cf 
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The three derivations in (71-73) all follow a similar path. Cyclic 
spell out in the morphological component begins by exchanging the 
morpho-syntactic features of the base for the corresponding 
phonological representation (spell-out base) . After this ,  the 
phonological content of the reduplicative morpheme is then spelled­
out. This completes the spell-out in the morphological component. 
The representation is then passed onto the phonology where 
phonological rules have an opportunity to apply. Due to our specific 
interest in reduplication in Nancowry, the next step of the deriva­
tion consists of linearizing the phonological representation. After 
linearization, the coda licensing rule applies which will delete any 
continuant or glottal segments in a coda in an unstressed syllable. 
Finally, the phonological representation is passed to the phonetics 
module where a glottal stop is added to the vowel initial syllable 
and the surface form results. 

The different forms in (7 1-73) were chosen to demonstrate the 
different characteristics of Nancowry reduplication. (7 1)  and (72) 
contrast in what vowel they take in the reduplicant which is indi­
cated by the superscript IiI or lui on the base. Whether a root takes 
an iiI or luI is an arbitrary lexical fact. All three forms show some 
sort of simplification of the reduplicant because it is an unstressed 
syllable. (7 1) deletes IhI from its coda in the reduplicant and (72) 
does the same to lsI. (73) shows that the coda licensing rule should 
probably be extended to a general unstressed syllable licensing rule 
that will also reduce vowel sequences in these metrical positions. 
Radhakrishnan (1981) indicates that there is a reduced inventory of 
vowels in unstressed syllables. Only simplex vowels Iii, luI or Ia! 
appear in unstressed syllables so the stress system will also provide 
the information to reduce the long vowel liil in (73) to simplex Iii. 

The other types of roots in Nancowry that have an oral or nasal 
stop in coda position will be derived in the same fashion as the ex­
amples in (71-73). The only difference is that the coda in the redu­
plicant will not be deleted by the coda licensing rule. The analysis 
presented will account for all of the reduplicated forms present in 
Radhakrishnan. The exceptional forms previously mentioned with 
/11 and It! in coda position can also be accommodated in this analy­
sis through the use of an exception mark (Chomsky and Halle 1968) 
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which would prevent these codas from being deleted by the coda 
licensing rule. 

We first compare the two analyses of Nancowry on empirical 
coverage. The analysis presented here is clearly superior because it 
accommodates all of the known reduplication data in Nancowry. 
The analysis in Alderete et al (1999) only accounts for a subset of 
this data. Further comparisons can only be made once the Alderete 
et al analysis is revised to account for the full range of facts. 

To begin the modification of the Alderete et al analysis it must 
be noted that there is one aspect of the model of reduplication as­
sumed by Alderete et al than cannot be modified. This aspect of Al­
derete et al' s model of reduplication is pathological overgeneration. 
This overgeneration is due to the typological claims made by Al­
derete et al. The typological claim (Alderete et al 1999:333) rele­
vant to this point is found in (74). 

(74) ReduplicatiOn/Inventory relation III: 
Any phonological restriction on the reduplicant of one lan­
guage is a possible restriction on the whole of another lan­
guage. 

The importance of this claim is what it implies for Alderete et ai ' s  
analysis of the Nancowry form 7i-tus 'to pluck out' (from tus 'to 
fall off [as a bird's feather]

,
) .  Alderete et al claim that the lsi maps 

to Iii in the reduplicant as a result of the high ranking of 
R-ANCHORBR and the coda condition they posit to force this alterna­
tion. This aspect of their analysis when taken in light of the typo­
logical claim in (74) leads to the prediction that we should find lan­
guages that map lsi to /il in their non-reduplicative phonology. This 
is a false prediction. No known language has this mapping. Modi­
fying the particular Optimality Theory analysis of Nancowry does 
not remove this overgeneration aspect of the correspondence theory 
of reduplication because the analysis presented in Alderete et al 
(1999) is a plausible analysis and there is no apparent theoretical 
reason to rule out this particular constraint ranking. It appears that 
pathological overgeneration is an inherent property of the model of 
reduplication espoused by Alderete et al. 
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The first modification to Alderete et aI ' s  analysis must be to 
adopt a melodic overwriting approach to the vowels in the redupli­
cant. Roots will be assigned to either /il or lui classes which will 
account for what vowel appears in the reduplicant. The prefixal 
nature of this vowel can be captured through a relatively high 
ranked alignment constraint stating that this morpheme needs to be 
at the left edge of a formative. The appearance of the epenthetic 
glottal stop can be accounted for by ranking ONSET above this gen­
eralized alignment constraint so this morpheme will be minimally 
displaced from the left edge of the word by a glottal stop in order to 
satisfy ONSET. The interaction with the agentive Ima! morpheme 
will result by ranking the generalized alignment constraint that re­
quires Ima! to be a prefix above the generalized alignment con­
straint requiring the vowel in the reduplicant to be a prefix. (75) 
presents a tableau that shows this interaction. 

If the generalized alignment constraints that require both affixes to 
be at the left are evaluated by how many segments are between the 
left edge of an affix and the left edge of a word, then the interaction 
between ONSET, ALIGN(ma, L) which requires the affix Ima! to be a 
prefix, and ALIGN(U, L) which requires the prespecified vowel to be 
a prefix accounts for the deletion of the vowel in Ima!. ONSET in 
Nancowry will be undominated since no surface forms provide any 
evidence to demote this constraint. ALIGN(ma, L) is ranked above 
ALIGN(U, L) because fma! occurs to the left of lui in forms that have 
both of these affixes. The most harmonic candidate given this par­
ticular constraint ranking is (75b). This candidate has deleted the fa! 
from Ima! which allows all syllables to have onsets and moves the 
affix lui one segment closer to the left edge. Candidate (75a) vio­
lates ONSET. Candidate (72c) places lui to the left of Ima! causing 
violations of ALIGN(ma, L). Finally, candidate (75d) shows that 
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simply inserting a glottal stop to satisfy ONSET is not optimal be­
cause it displaces lui farther away from the left edge of the word. 

Accounting for the presence of the coda consonant in the redu­
plicant can be handled by ranking constraints that ensure RED is 
present in the output below the coda condition on unstressed sylla­
bles that is required for the overall phonology of Nancowry. This 
move has an interesting effect though because it basically mimics 
an allomorphy based account of the presence of the coda in the re­
duplicant. RED as a morpheme will only have phonetic realization 
when the coda that can be copied does not violate the coda condi­
tion on unstressed syllables. Following proposals made by Walker 
(1998a) on the morphological make up of prespecified reduplica­
tion patterns, there are two distinct morphemes in the N ancowry 
reduplication pattern. One morpheme supplies the prespecified Iii or 
lui and another separate morpheme is RED. Thus, output forms 
with only the prespecified vowel will violate REALIZE(RED) while 
reduplicants that have reduplicated a coda will not. The tableaux in 
(76) and (77) show the interaction of the CODA CONDITION and 
REALIZE (RED ). 

R-ANC is the R-ANCHORBR constraint proposed by Alderete et al 
(1999:349) that captures the generalization that the coda of the base 
is copied. CODA COND is a cover constraint that encompasses the 
generalization that unstressed coda are restricted to oral and nasal 
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stops. REAL(RED) ensures that there is some segmental exponence 
of the RED morpheme in the output. *STRUCT penalizes each seg­
ment present in the output and MAXBR is the correspondence con­
straint that penalizes incomplete copying of the base. 

The constraint ranking in both (76) and (77) shows that both 
R-ANC and CODA COND dominate REAL(RED) indicating that no 
copying should occur if a licit coda in the base is not available. 
REAL(RED) dominates *STRUCT otherwise there would be no redu­
plication present in the surface forms at all . Finally, *STRUCT 
dominates MAXBR and this limits reduplication when it occurs to a 
single segment. 

(76) shows that when the coda of the base violates CODA COND, 
no reduplication occurs as in the winning candidate (76b). At­
tempting to copy a different consonant from the base violates 
R-ANC as seen in candidate (76d). Candidate (76c) shows that 
copying more than a single consonant only adds violations of 
*STRUCT without satisfying other higher ranked constraints. 

(77) shows that when the coda of the base does not violate CODA 
COND then the most harmonic candidate is one that copies only the 
coda of the base as shown in candidate (77a). Non-copying of the 
coda leads to a violation of REAL(RED) as in candidate (77b). Ad­
ditional copying of consonants as in candidate (77c) adds gratuitous 
violations of *STRUCT and (77d) shows that copying the onset of 
the base causes violation of R-ANC. 

The required modifications to the Alderete et al analysis raise the 
question of whether this phonological analysis of the reduplicant in 
Nancowry will be favored by a learner over a pure allomorphy 
analysis where roots are classified into two classes one of which 
also has RED (ones that have codas in their reduplicants) and one 
where only the vowel is an exponent of the morphology. This "al­
lomorphy problem" results directly from the pursuit of a parallel 
analysis of reduplication. Optimality Theory does not necessarily 
require a fully parallel architecture (Prince and Smolensky 1993, 
McCarthy 1999, Kiparsky 1998, Ito and Mester 1999) and chapter 2 
shows that the argument for parallelism in reduplication based on 
backcopying effects (McCarthy and Prince 1995) is no longer valid. 
So another possible modification to the Alderete et al analysis is to 
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adopt a certain amount of derivation and allow an intermediate cal­
culation in Nancowry where all codas copy into the reduplicant. 
This strengthens the claim made by Alderete et al (1999) that R­
ANCHORBR plays a defining role in spelling out the reduplicant in 
Nancowry. To finish this sketch of a derivational Optimality The­
ory analysis of Nancowry is to place the unstressed coda restriction 
into the second strata of constraints and this will then remove all 
illicit codas in unstressed syllables and produce the correct surface 
forms. The main benefit of this derivational Optimality Theory 
analysis is that there is no issue of allomorphy in the appearance of 
RED in the output. 

The Alderete et al analysis of Nancowry has been modified to 
incorporate the correct generalizations about Nancowry phonology 
and the result of these modifications is an Optimality Theory analy­
sis that does not support any of the major claims put forth by Al­
derete et al (1999). The emergence of the unmarked aspects of 
Nancowry reduplication as argued for by Alderete et al (1999) must 
be abandoned if the vowel quality and appearance of the glottal stop 
at the surface is accounted for in all of the data. The analysis of the 
presence of the coda in the reduplicant also must abandon the 
emergence of the unmarked approach because it can be predicted 
from the general phonology of Nancowry. The parallelism aspect of 
Alderete et aI' s  analysis could be saved but only at the cost of the 
adoption of an allomorphy based analysis of reduplication in Nan­
cowry. Alternatively, the allomorphy issue can be eliminated by 
abandoning a parallel analysis and adopting a derivational model of 
Optimality Theory. 

The modified Optimality Theory analysis that emerges from Al­
derete et al ( 1999) is a pale replica of the modular analysis pre­
sented here. Both analyses account for the data but they are not 
equivalent in how the generalizations are captured. The modular 
analysis captures deep regularities in the morphology and phonol­
ogy of Nancowry with simple rules. The simplicity of the rules and 
broadness of the generalizations made are a direct result of the 
multiple levels of representation (and consequent opacities) that are 
present in a modular approach. Word formation regularities can be 
separated from phonological rules that obscure the correct generali-
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zations. All of these results are due to the general architecture of 
classical generative phonology (Chomsky and Halle 1968, Leben 
1973, Goldsmith 1976). Optimality Theory in general is a response 
to and denial of the claims made by classical generative phonology 
about the nature of phonology. Nancowry provides an explicit case 
where in order for Optimality Theory to account for the complete 
set of data it must recapitulate most of the assumptions and archi­
tecture of classical generative phonology into an Optimality Theory 
grammar. This should raise serious questions about the nature of the 
arguments in favor of Optimality Theory. 

Returning to the main topic of this section, the analyses of pre­
specification effects in reduplication and infixation presented here 
indicate that the difference between prefixes and suffixes and other 
non-concatenative affixes is not that great. Differences among affix 
types directly result from the phonological material that is associ­
ated with a morpheme. From this point the behavior of prefixes, 
suffixes, infixes, and reduplication can be derived from the same 
pool of resources and this is a major advance in the understanding 
of affixation. This result cashes in on the claim made by Marantz 
(1982) that reduplication is just a type of affixation and requires no 
special mechanisms. The only aspect of the analysis of reduplica­
tion presented here that could possibly be interpreted as reduplica­
tion specific is the linearization process in the phonology. Taking 
this view of linearization misunderstands the motivation for this 
process though. Linearization of phonological representations so 
that they are interpretable by the phonetics or the motor control in­
terface is a requirement for all models of phonology. The fact that 
reduplication appears to be the only morphological construction 
that shows overt effects of the linearization process does not in any 
way support the idea that linearization is reduplication specific. 
This view is also wrong. 

The analysis of infixation in Sundanese shows that infixation can 
also produce opaque interactions due to the complex precedence 
structure that results from the concatenation of an infix. Also, new 
insights into geminate inalterability effects (Schein and Steriade 
1986) might be provided given the phonological representations 
proposed in chapter 2. Because of the inherent multiple environ.,. 
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ments of a single melody in a geminate structure, the Uniformity 
Parameter is a natural candidate to encode whether a process will 
show geminate inalterability or not. The analysis of morphological 
gemination in Chaha in chapter 2 shows that using self-loops to de­
scribe gemination is useful in understanding how geminate struc­
tures can interact with phonological rules. From these examples we 
can see that the complex representations proposed to account for 
reduplication have immediate and beneficial repercussions on other 
types of nonconcatenative morphology. 

3.4 Deriving reduplicative templates 

One of the goals of any model of reduplication should be to provide 
an explanation of the possible surface patterns of reduplication. Re­
search into this topic is best represented by Prosodic Morphology 
(McCarthy and Prince 1986) and recent Optimality Theory work 
(McCarthy and Prince 1994a, 1994b, Urbanczyk 1996, Spaelti 1997 
and others). All of this work shares in common the assumption that 
reduplication patterns are the result of surface output goals that pre­
scribe some sort of prosodic target. Early work in Prosodic Mor­
phology (McCarthy and Prince 1986, 1993b, 1994a) described 
these surface outputs through the use of prosodic templates that 
specified the surface target. Later work (McCarthy and Prince 
1994b, Urbanczyk 1996, Spaelti 1997) has attempted to derive 
these surface templates through the interaction of constraints with a 
certain amount of success. 

The main problem with this approach to reduplicative templates 
is that it denies the lexical aspect of reduplication. There is a neces­
sary level of stipulation present in all reduplicative templates be­
cause it is a lexical fact of any given morpheme what the pattern of 
reduplication should be. The existence of languages that show mul­
tiple distinct patterns of reduplication argue strongly for this point. 
Thus in practice there are many different reduplicative morphemes 
(REDl' 

RED2, RED3, etc.) each inducing their own base reduplicant 
faithfulness constraints (McCarthy and Prince 1995:265). If a redu­
plication pattern is only and truly a derivative of language specific 



Deriving reduplicative templates 97 

features then there should be no possibility of multiple patterns of 
reduplication in a single language. A second problem with the at­
tempt to derive reduplicative templates from the interaction of con­
straints is that this approach denies the generalization that is en­
compassed by the phonological content of a morpheme. The Opti­
mality Theory approach that claims that RED has no phonological 
content and then derives the surface phonology of the reduplicative 
morpheme through the interaction of constraints denies the mor­
phological nature of the affix in question. 

The approach to reduplicative templates that will be presented 
here derives the surface forms of reduplicative affixes directly from 
their phonological representation. Depending on what precedence 
variables are present in an affix different surface realizations occur. 
In this approach there is no output goal, only the underlying prece­
dence variables that are part of the phonological representation of 
the reduplicative morpheme. A benefit of this approach is that a ty­
pology of markedness of templates can be derived through analytic 
simplicity. To see how this aspect of this approach to reduplicative 
templates is achieved consider the reduplication patterns in the fol­
lowing sections. 

3.4.1 Total reduplication 

As discussed earlier, total reduplication is the least marked redupli­
cation pattern that occurs in natural languages and may be a true 
language universal (Moravcsik 1978:328). This unmarked status is 
indicated by the representation in (78) for a precedence link that 
causes total reduplication. 

(78) a. begin --7 end 

begin: 

end: 

b. 
# --7 X  . . .  X --7 % 

The precedence relationship specified in (78) is that the last seg­
ment of a precedence graph precedes the first segment. This creates 
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a loop in the phonological representation where all the segments are 
part of the loop. Consequently, total reduplication results when the 
formative is linearized. 

Reconsider the data from Malay discussed in chapter 2. (79) pre­
sents this pattern of total reduplication in Malay. 

(79) hama 'germ' hrtma-hrtma 'germs' 
waUl 'fragrant' wrtul-wrtt)l 'fragrant (intens.)' 
aurin 'reverie' rtt)rtn -rturtn 'ambition' 
auen 'wind' rtuen-rtuen 'unconfirmed news' 

Although all the forms in (79) show total reduplication it is not 
clear what semantic change each of the forms have in common. 
This fact supports the position that reduplication results from a re­
adjustment rule and we can set aside for the present analysis what 
the content of the morpho-syntactic or semantic feature is triggering 
total reduplication in Malay. The important part is that the redupli-· 
cated forms in Malay are morphologically complex in that they 
have a morpho-syntactic representation such as in (80). This repre­
sentation simply indicates that there is some sort of affix attached to 
the root which triggers a readjustment rule (as indicated by the 
[+RR] feature). 

(80) A 
affix root 
[+RR] I 

hama 

The affix in (80) is a zero morph phonologically, but it does trigger 
the readjustment rule that adds a precedence link of the form in 
(78). Consider the spell-out derivation of (80) in (8 1) .  

b .  # � h � a � m � a  � % � 
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(8 1a) shows the result of spelling-out the root morpheme in (80). 
The Ilokano example presented earlier in this chapter indicated that 
a readjustment rule applies before the morpheme that triggers it is 
spelled out and this results in (8 1b). The affix is then spelled-out as 
a zero morph and this does not change (8 1 b). 

An important aspect of this approach to total reduplication is that 
the beginning and end of a precedence structure is determined by 
what phonological material has been spelled-out at the point in the 
derivation where the reduplicative loop is added. Consequently, de­
pending on the morphological scope of affixes different combina­
tions of roots and affixes can be reduplicated as part of total redu­
plication. Indonesian (Uhrbach 1987, McCarthy and Prince 
1995:334-335) presents a case of total reduplication that shows just 
this type of scope effect. Depending on the scope of the affixes in­
volved, the prefix /mdN/ will either appear before the stem that is 
reduplicated or in-between the stem and its reduplicant. In neither 
pattern is this prefix reduplicated. Consider the data in (82). 

(82) a. pototJ 
tulis 
tari 

'cut' 
'write' 
'dance' 

b. md -mototJ-motog 
md-nulis-nulis 
md-nari-nari 
mdtJ-isi-isi 

c. pukul-mdm-ukul 
tari-mdn-ari 
hormat-meg-hormat-i 

pukul 'hit' 
hormat 'respect' 
isi 'contents' 

'to cut (intensive/repetitive)
, 

'to write (intensive/repetitive)' 
'to dance (intensive/repetitive)' 
'to fill with various things' 

'to hit (reciprocal)' 
'to dance (reciprocal) ' 
'to respect (reciprocal) ' 

The forms in (82a) show the stems without any affixation. (82b) 
shows forms where /mdN/, which is an "active" marker on verbs, 
appears as a prefix to the reduplicated root along with overapplica­
tion of a nasal substitution process. (82c) shows forms that have 
/mdN/ interposed between the copies of the root with normal appli­
cation of the nasal assimilation process. Capturing the behavior of 
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the nasal substitution process is a crucial aspect in explaining this 
pattern of total reduplication. 

Both the difference between placement of /mdN/ and reduplicant 
and the behavior of the nasal substitution rule can be derived 
through the order in which morphemes are concatenated once the 
nature of the nasal substitution process is understood. The approach 
that will be developed assumes that the morphemes for inten­
sive/repetitive and reciprocal are distinct morphemes that have dif­
ferent scope relations with respect to /mdN/. Both of these mor­
phemes trigger a readjustment rule that causes total reduplication. 
Before we explore this point further, we must establish what the 
formal nature of nasal substitution in Indonesian is given the prece­
dence representations used in this book. 

Uhrbach (1987) argues that the substitution in Indonesian is in 
essence a two-part process. The first part is the spreading of place 
features onto the nasal segment in /mdN/ which does not have place 
features of its own. Uhrbach claims that this process results from a 
universal rule of feature spreading that provides place features to 
segments without them. The second part of the nasal substitution 
process is the "deletion" of a voiceless stop that follows the nasal 
segment in /mdN/. Consider the data12 in (83) from Uhrbach 
(1987:73). 

(83) pilih mdmilih '(to) choose' 
bdli mdmbdli '(to) buy' 
tipu mdnipu '(to) trick someone' 
dorotJ mdndorotJ '(to) push' 
kotor mdtJotor '(to) soil something' 
goretJ mdtJgoretJ '(to) fry something' 
isi mdtJisi 'contents/to fill' 

The issue that must be determined with respect to the "deletion" of 
the voiceless segments in (83) is whether this deletion is the result 
of a '�jump link" or of the coalescence of the nasal and following 
voiceless segment. 

The overapplication facts in (82b) indicate that there must be a 
coalescence rule operating in these forms. This rule will coalesce 
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the nasal and following voiceless segment into a single segment as 
discussed in the Chumash example in section 2.2.2. This rule can be 
formulated as in (84). 

(84) ,.. .. " X'-=;--X----" (' I I \ \ [nasal] [-voice] / 
, , , , 

'" ,,' -- - - - - - -_ ... ' 

The process in (84) removes the precedence information between 
the two specified segments and combines these segments into a sin­
gle segment that retains all other precedence relations. (85) presents 
an example derivation showing the application of both the nasal 
assimilation rule and the coalescence rule. 

(85) a. # --7 P ----7 0 ----7 t ----7 0 ----7 tJ ----7 % t , 
m ----7 � ----7 N 

b. # ----7 P -7 0 ----7 t ----7 0 ----7 tJ ----7 % t '" 
m -7 � ----7 m 

d. # ----7 m ----7 0 .--7 t ----7 0 --7  tJ ----7 % t t 
m ----7 � 

(85a) shows the representation that is given to the phonology by the 
morphology. (85b) shows the result of the spreading of the place 
features from the voiceless consonant to the nasal segment. (85c) 
shows that the environment for the coalescence rule is met and 
(85d) shows the resulting coalesced segment and precedence graph. 
A Derived Environment Condition must be placed on this coales-
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cence rule since there are sequences of a nasal segment preceding a 
voiceless segment in monomorphemic words in Indonesian13 (e.g. 
mamalamkan 'to stay overnight' , mavsai 'tangled'). 

Given the coalescence view of nasal substitution we can now 
account for the preposed forms in (82b) that show overapplication 
of this process. First, the morphological structure of these forms 
must be discussed. Since, /maN/ does not reduplicate in these par­
ticular forms we can assume that /maN/ has scope over the inten-, 
sive/repetitive morpheme. This relationship produces the morpho­
syntactic structure in (86). 

(86) 

intensive/repetitive root I 
poton 

The morpho-syntactic structure in (86) produces the spell-out of 
phonological material seen in (87). Note that the intensive/receptive 
morpheme is a zero morph that triggers a readjustment rule which 
causes total reduplication. 

(87) a. # -� P -7 0 -7 t -7 0 -7 n -7 % 

� 
b. # -7 P -7 0 -7 t -7 0 -� n -7 % 

� 
c. # -7 P -7 0 -7 t -7 0 -� n -7 % � , 

m -7 a -7 N 

(87a) shows the spell-out of the root. (87b) shows the application of 
the readjustment rule triggered by the intensive/repetitive mor­
pheme. Since this morpheme is phonologically null, no other 
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phonological material is added. Finally, (87c) shows the spell-out 
and concatenation of ImdN/. 

(87c) is the representation that the phonology receives. This rep­
resentation undergoes the derivation in (88). 

(88) a. � 
# --7 p � o � t � o � tJ � %  t , 
m � d � m  

(88a) shows the spreading of the place features from the segment 
that follows the nasal segment. (88b) shows the environment for the 
coalescence rule and (88c) shows the resulting precedence struc­
ture. (88c) is then linearized which produces (88d) a form that 
shows overapplication of nasal substitution. As before, overappli­
cation in this case results from a rule that applies before lineariza­
tion occurs. Forms that do not undergo nasal substitution are also 
accounted for since their representations will be equivalent to (88a) 
with respect to the precedence graph. Since the loop created by the 
reduplication readjustment rule does not include the nasal segment 
from ImdN/, this segment will not be repeated by the linearization 
process. 

Now that the preposed forms in (82b) have been accounted for 
we must focus on the interposed forms in (82c). These forms have 
ImdNI occurring between the two copies of the stem and do not 
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show overapplication of nasal substitution. The main source of this 
different behavior is due to the morpho-syntactic structure of these 
forms. The relationship between the reciprocal affix and Im�NI is 
that the reciprocal affix has scope over Im�N/. This produces the 
morpho-syntactic structure in (89). 

(89) 

reci�CA 

m�N root I 
pukul 

The difference in morpho-syntactic structure between (89) and (86) 
causes a different precedence structure to be created for forms with 
the morpho-syntactic structure of (89) as opposed to the precedence 
structure for preposed forms in (87). Given the ordering of affixa­
tion in (89) and the phonological specification of total reduplication 
the representations in (90) are built by the morphology. 

b. # -7 P -7 U -7 k -7 U -7 1 -7 % 

t , 
m -� � -7 N 

c. # --7 P -7 U -7 k -7 U -7 1 -7 % 

t , 
m -7 d -7 N  

(90a) shows the spell-out of the root. (90b) shows the concatenation 
of Im�NI with the root and (90c) then shows the result of the read­
justment rule triggered by the reciprocal morpheme. The last seg­
ment in (90b) is definitely the /11 and the first segment is 1m! instead 
of Ipl since Im�NI was added later in the morphological derivation. 



Deriving reduplicative templates 105 

The precedence graph in (90c) must produce a linearized form 
that does not show overapplication of the nasal substitution and this 
fact indicates that that coalescence rule in (84) will not help in ex­
plaining the behavior of the interposed forms. If the coalescence 
rule were to apply to (90c) the following derivation would occur. 

(91) a. # -� P � u �  k -� u � l �  % 

� , 
m � a � m 

c. * # � m � u � k � u � l � %  � t 
m � a  

The representation in (9 1c) is the result of the application of feature 
spreading to give the placeless nasal place features, (91a), and the 
application of the coalescence rule in (9 1b). It is obvious that (91c) 
can not produce the correct interposed form, pukul-ma-mukul, since 
there is no Ipl segment present in (9 1c). 

There is another possible interpretation of the nasal substitution 
process where "deletion" of the voiceless segment following the 
nasal segment results from a jump link. This interpretation of this 
aspect of the nasal substitution process would be instantiated by the 
rule in (92). 

(92) 
- - - - - - - - - -

,#1',- --::::.! 
X -� X � X  I I 

[nasal] [-voice] 
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The rule in (92) indicates that when a nasal segment is followed by 
a voiceless segment a link from the nasal segment to the segment 
that follows the voiceless segment is added. This rule requires a De­
rived Environment Condition to be met, just as the coalescence rule 
in (84) did, to ensure that it does not apply in monomorphemic 
forms. 

Given the rule in (9 1), a different phonological derivation for the 
morphological representation in (90c) can be given. Consider the 
derivation in (93). 

(93) a. # � p � u � k � u � l �  % 

� "'-
m � <l  � m  

b. # -� p � u � k � u � l �  % 

� "'-It 
m � <l  � m  

(93b) shows the phonological representation that results from the 
nasal segment receiving place features in (93a) and the application 
of the rule in (91)  that adds the link from the 1m! in the prefix to the 
lui of the stem. 

The linearization of (93b) calls attention to the optimization as­
pects of linearization. Because of the back loop links to the prefix 
Im<lNI there is more than a single way to linearize the precedence 
graph in (93b). The presence of the added jump link from the end of 
ImaNI to lui in the root is another crucial complicating factor. Line­
arization of the precedence graph in (93b) shows the interaction of 
different principles of the linearization process. 

The interposed position of ImaNI results from the principle of 
using the most recently added information first and the optimization 
aspect of linearization. According to the morphological structure of 
the interposed forms presented in (89), the back link added by the 
reciprocal morpheme has a greater importance than the ImaNI mor­
pheme. The linearization algorithm will be driven to pursue a line-
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arization that utilizes the higher priority links as soon as possible. 
This particular goal will cause the interposition of ImaNI given a 
morphological structure as in (89) . To show this, consider an inter­
posed form that does not show nasal substitution. hormat-meg­
hormat-i 'to respect (reciprocal) ' is this kind of form and (94) pre­
sents its phonological derivation. 

(94) a. ! -7 , -7 r -7 m -7 a -7 t.::;;; 
m -7 a -7 N i 

c. hormat-mau-hormat-i 
d. *mau-hormat-mau-hormat-i 
e. *mau-hormat-i 

(94a) presents the phonological representation created by the mor­
phology and (94b) shows the nasal segment receiving [dorsal] as a 
default place since /hi presumably does not have any place features. 
The suffix Iii should have scope over the reciprocal affix since Iii is 
not treated as the end segment for the back loop. This indicates that 
the suffix was not spelled-out at the time the readjustment rule that 
adds the back link applied. 

(94c-e) present linearizations of (94b) and the arrows that show 
precedence relations have been suppressed for reasons of space. 
(94c) is the correct linearization of (94b) and this indicates that the 
[# -7 h] link is followed first. This is a non-local decision that sup­
ports the idea that linearization is an optimization process. If line­
arization only used local information in making decisions about 
which links to follow, we would expect (94d) to be the occurring 
linearized form since the [# -7 m] link is "newer" than the [# -7 h] 
link. Only by considering the whole precedence graph and realizing 
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that initially choosing the [# .� h] link results in an output that 
utilizes the [t --7 m] back link in a shorter distance of precedence 
relations will (94c) be produced. Two additional benefits of this 
optimization choice are that (94c) is a smaller precedence graph 
than (94d) and that an additional link (namely the [# --7 h] link) is 
used in (94c) but not (94d). All of these characteristics make (94c) a 
more economical linearization than (94d). Finally, (94e) shows that 
the requirement to utilize morphological links prevents the newest 
precedence information added by the suffix IiI from overriding 
other older morphological information. This point also rules out 
other possible linearization paths through (94b) such as *hormat, 
*hormati, and *maghormat. 

Returning to interposed forms that show nasal substitution ef­
fects, the presence of the jump link added by the rule in (92) ex­
plains the lack of an appearance of overapplication. Consider the 
possible linearizations of the precedence graph in (93b) presented 
below in (95). 

(95) a. # --7 P --7 U --7 k --7 U --7 I --7 % 

~ 
b. pukul-mam-·ukul 
c. *mam·ukul-mam-pukul 
d. *mam-pukul-mam-ukul 
e. *mam-ukul-mam-ukul 
f. *pukul-mam-pukul 

(95a) repeats the precedence structure in (93b) that is to be line­
arized. (95b) is the occurring linearized form. The [# .� p] link is 
followed first so the [1 --7 m] back link can be used a soon as possi­
ble just as in the linearization of hormat-mag-hormati in (94). The 
addition of the jump link from [m --7 u] overrides the [m --7 p] link 
because the [m --7 u] link is more recently added information. Util­
izing one link from a morpheme to another morpheme is apparently 
sufficient to satisfy the principle of utilizing morphological links 
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since the unused [m ---7 p] does not cause another repetition of seg­
mental material as the non,-occurring form *pukul-mam-ukul-mam­
pukul shows. (95c) is a less economical linearization of (95a) than 
(95b) because a longer precedence distance is traveled before the 
[l ,---7 m] link is used. (95c) is also a larger form and does not use the 
[# ---7 p] link as (95b) does. (95d,e) are less economical than (95b) 
for the same reasons that (95c) is less economical than (95b). Fi­
nally, (95f) is less economical than (95b) because (95f) uses the 
older [m ---7 p] link instead of the more recently added [m ---7 u] 
link. 

Both the preposed forms in (82b) and the interposed forms in 
(82c) have now been accounted for. In this analysis there appears to 
be a certain amount of conspiracy since two different rules have 
been utilized to characterize the nasal substitution process. There is 
no conspiracy between the coalescence and jump link rules if we 
carefully consider what their relationship is. Consider both rules 
again, presented in (96). 

(96) a. coalescence 
.... ' - - - - - - .... 

" ,,,,, X ---7 X�"'" ( I  I ': 
\ [nasal] [-voice] ) 

... ' 
... ,I 

... , 

..... .... .... .... _ - - - - - , "  

b. jump link 
- - - - - --

t'"' ''' 
.... � 

X ---7 X "--7 X I I 
[nasal] [-voice] 

The Elsewhere Condition (Kiparsky 1973, Halle and Idsardi 1997) 
will govern the interaction between the two rules in (96) since the 
environment specified in (96a) is properly included in the environ­
ment specified in (96b). The Elsewhere Condition will require that 
(96a) and (96b) apply disjunctively. Specifically, since (96b) is the 
more specific rule it will have the first chance to apply and only if 
(96b) does not apply will (96a) receive a chance to apply. This re­
lationship between (96a) and (96b) immediately accounts for the 
interposed reduplication patterns in Indonesian. Since the jump link 
rule of (96b) applies in these forms, no application of the coales­
cence rule in (96b) will occur since it is blocked by the Elsewhere 
Condition. 
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In order to complete the analysis of the preposed reduplication 
pattern in Indonesian we must explain why the jump link rule in 
(96b) does not apply to these forms. Since (96b) does not apply, the 
coalescence rule in (96a) applies producing overapplication of nasal 
substitution seen in the preposed forms. Why the coalescence rule 
does not apply in the preposed forms can be explained by the Uni­
formity Parameter if the precedence structures at the junction be­
tween the prefix Im�NI and the stem are considered. Consider the 
precedence and morpho-syntactic structures for a preposed and in­
terposed form in (97). 

b. �� 
# � p � u � k � u � l � % 

t , 
m -� �  � m  

RE� 
m�N stem 

m�� 
RED stem 

(97a) shows the precedence structure for what will result in an in­
terposed reduplication pattern. The concatenation of the Im�NI 
morpheme produces a uniform precedence structure that satisfies 
the Derived Environment Condition. The Derived Environment 
Condition is satisfied because segmental material from one mor­
pheme is preceding segmental material from another different mor­
pheme and this relationship is uniform. (97b) has a similar relation­
ship between Im�N/ and the stem but there is a crucial difference. 
Since the back link added by the readjustment rule is anchored to 
Ipl, this disrupts the uniformity of the satisfaction of the Derived 
Environment Condition. Since this back link connects 11/ to Ipl, this 
link does not satisfy the Derived Environment Condition because it 
connects segmental material from a single morpheme. Since the 
Derived Environment Condition is not satisfied by all precedence 
links into Ipl in (97b), the application of jump link rule in (96b) is 
blocked thus giving the coalescence rule in (96a) a chance to apply. 
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In other words, by specifying the Uniformity Parameter to on for 
the jump link rule in (96b) the link added by the total reduplication 
readjustment rule in Indonesian will block the application of (96b) 
because the link added by this rule does not satisfy the Derived En­
vironment Condition also active on this rule. 

The last note on this explanation of the interaction between the 
jump link and coalescence rule in Indonesian is discuss why the 
[# � . . .  ] link does not appear to affect the calculation on whether 
the Derived Environment Condition is satisfied on a rule or not. A 
tentative explanation is to derive the inertness of # with respect to 
the Derived Environment Condition from the idea of segmenthood. 
Since it has been repeatedly shown that the Derived Environment 
Condition evaluates whether segments from different morphemes 
have been linked via a precedence relation, the fact that # is not a 
segment will remove it from consideration by the Derived Envi­
ronment Condition. This point completes the analysis of total redu­
plication in Indonesian. 

The analysis presented here for the Indonesian interposed and 
preposed reduplication patterns is a complex one that utilizes many 
aspects of other analyses presented in earlier sections of this book. 
The complexity of the interaction of simple processes in the analy­
sis presented here may partially obscure its merit. The analysis pre­
sented in McCarthy and Prince (1995:334-335) is very simple and 
therefore at the surface, it appears to be superior. This is not the 
case. McCarthy and Prince derive the difference in behavior of pre­
posed and interposed reduplication on the stipulation that Im<JNI is 
added as a suffix to the base in the interposed forms and prefixed to 
the base in the preposed forms. 

McCarthy and Prince's stipulation that Im<JNI is sometimes a 
suffix is not supported by any facts. There is no evidence to support 
this claim other than their analysis which requires this stipulation. 
Because of this, the analysis presented here is superior because it 
falls out from general principles of the model of reduplication used. 
No unmotivated stipulations are required in the analysis developed 
here other than the phonological representations that are stored in 
the lexicon for each morpheme. The utilization of both a coales­
cence rule and a jump link rule is independently motivated by other 
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languages that have these rules. The Chumash example in chapter 2 
shows the presence of the coalescence rule to cause deletion and the 
analysis of Tohono Q'odham presented in the next section will pre­
sent a case of the jump link rule accounting for the behavior of a 
deletion process. The interaction and functional unity of these two 
rules is captured by the Elsewhere Condition so it is not surprising 
to find a language that has both of these rules applying di�junctively 
to create a complex surface pattern of effects. Each part of the 
analysis presented here and the interaction of these parts is ac­
counted for by language universal principles such as morphological 
scope, the Derived Environment Condition, and the Elsewhere 
Condition. The complex pattern of the preposed and interposed re­
duplication pattern in Indonesian results from the interaction of in­
dividuaU)' simple processes that interact to create the complicated 
surface effects. 

3.4.2 CV reduplication 

Tohono 0' odham uses reduplication to mark plural and plural 
agreement on verbs, nouns, adjectives, and adverbs. The main pat­
tern of plural reduplication is CV as seen in (98) which presents 
data drawn from Saxton, Saxton and Enos (1989) and Zepeda 
(1983). 

(98) 1um 1u-1um 'a thigh' 
1at 1a-1at 'the anus' 
hon ho-hon 'the body' 
bawi ba-bawi 'the tepary bean (dist.)' 
gimai gi-gimai 'a braggart' 
pio pi-pio 'to speak (perfective)' 
pualt pu-pualt 'a door' 
jiof Ji-Jiof 'a god' 
po doni popodoni 'to thump' 

Given this pattern of reduplication it would be expected that the 
back link would connect the first vowel to the first segment of the 
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word but this is not quite correct. The forms in (99) show that 
words which begin with a consonant cluster behave in a slightly 
different manner. 

(99) tlaamba t-Ia-Iamba 'a  tramp' 
plaanja p-Ia-lanja 'iron' 
klaawo k-Ia-Iwo 'a nail' 
ploomo p-Io-Imo 'lead (the metal)

, 

tloogii t-Io-Iogii 'a truck' 

The difference between the forms in (98) and (99) is that reduplica­
tion acts as an infix in (99) instead of acting like a prefix as in 
forms in (98). This behavior can be captured by specifying the 
precedence variables for this affix as in (100). 

(100) a. begin -7 end 

begin: 

I 
# * line 0 

end: -7 V 

I 
# * line 0 

b. \r--'\ 
X -7 X  

I 
# * line 0 

( 100) states that the first vowel precedes the segment which pre­
cedes the first vowel. This will produce a loop in a formative that 
will result in CV reduplication that will infix when there is a conso­
nant cluster in word initial position. 

The data in (l01)  show an additional aspect of CV reduplication 
in Tohono 0' odham. These forms have a "weakening" of the vowel 
in the base of reduplicated forms. The behavior of this process in 
stems with short vowels, ( lOla), and diphthongs, (lOlb) is pre­
sented below. 

(101) a. 1a1ag 
baba6 
cipkan 

1a-11ag 
ba-bba6 
Ci·-cpkan 

'the brain (dist.) '  
'a frog (dist.) ' 
'working' 
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gaso ga-gso 'a fox' 
maskal ma-mskal 'a bandana' 

b. doakag do-dakag 'a life' 
koa ko-ka 'the forehead' 
ciadagi ci-cadagi 'the Gila monster' 
cio] ci-co] 'boy, man' 
.J1iok .J1i-.J1ok 'talking- imperfective' 

(lOla) shows forms with short vowels in their base and the redupli­
cation patterns shows deletion of these vowels. (lOlb) shows forms 
with diphthongs and the weakening process appears to split the 
diphthong between the reduplicant and the base. Both of these be­
haviors can be accounted for by a jump link rule of the form in 
(102) which states that a link will be added from the segment pre-­
ceding the first vowel to the segment that follows the first vowel. 
The effect of this link is to jump over the first vowel during lineari­
zation which results in the surface deletion of it. ( 102) is a read­
justment rule that individual lexical forms are marked as to undergo 
it or not. There does not appear to be any way of predicting which 
forms undergo this rule. 

(102) a. begin � end 

begin: � X  

I 
# * line 0 

end: X �  I 
line 0 #  * 

b . ." ...... -----� 

X -7 X � X  
I 

# * line 0 

(103) shows the construction of the phonological representation of a 
short vowelled form that has the additional jump link. 

(103) a. # "-7 b � a � b �  a � 5  � % 

� 
b. # � b � a -7 b � a � 5 � %  
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� 
c. # �  b � a � b � a � 5 � %  

� 
d # � b � a � b � b � a � 5 � %  

The ordering of the application of the reduplication readjustment 
from (100) and the jump link in ( 102) is irrelevant because both 
rules make reference to the word initial vowel via the metrical grid. 
There will be no ambiguity of reference caused by the application 
of both of these rules since the calculation of the first vowel on the 
metrical grid is not affected by either rule. 

The linearization of (103c) is relatively simple in that following 
the jump link must be delayed until the back link is followed. This 
choice is driven by the principle to spell out as many morphological 
links as possible. 

The jump link approach to the deletion of some vowels in redu­
plicated forms has the added benefit that it illuminates a distinction 
between two possible representations of long vowels. (104) shows 
that long vowels behave in two different ways when the jump link 
is added. 

(104) a. ?aagli ?a-?agli 'an acre' 
bool bo-bol 'a ball' 
caagii ca-cagii 'a bank' 
hligig hi-higig 'happiness' 
hii hihi 'walking' 

b; baabas ba-bbas 'a potato' 
ciigig ci-cgig 'name' 
giiko gi-gko 'a crown' 
looba lo-lba 'dry goods' 

The forms in (104a) show a long vowel in the base being shortened 
while the forms in (104b) present cases where the long vowel is 
deleted entirely in the base. 

The different behavior of the long vowels in ( 104) can be de­
rived from how a long vowel is represented. Long vowels can be 
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represented either by a self-loop, (105a), or by the traditional single 
melody linked to two timing slots approach, (105b). 

( 105) a. Q I 
V 

b. x ·� x  V 
V 

Given the possibility of two different types of long vowels, the dif­
ferent behavior of long vowels seen in (104) is directly captured by 
treating the long vowels in (104a) as traditional geminate structures 
and the long vowels in (104b) as self-looped vowels. 

A derivation of a vowel with a traditional geminate representa­
tion is presented in (106). Due to this representation, this type of 
long vowel behaves in the same way as the diphthong vowels in 
(lOlb). 

(106) a. # --7 b --7 0 --7 0 --7 1 --7 % 

b. # --7  �o --7 1 --7  % 

� 
c .  # --7 b .� 0 --7 0 --7 1 --7 % 

� 
Since the long vowel has two distinct timing units the jump link 
will identify the second part of the long vowel as following the first 
vowel. This results in a precedence structure similar to the one in 
(102c) which derived the behavior of stems with short vowels. Lin­
earization of (105c) is identical to the linearization of (102c). 

A representation with a long vowel represented by a self-loop 
behaves differently. Because the long vowel loops back onto itself, 
the jump link skips entirely over this vowel. Consider the represen­
tations in ( 107). 

(107) a. 0 
# --7 b --7 a --7 b� a --7 s ·� % 
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b. @ # -7 b -7 a -7 b -7 a -7 s -7 %  

c. @ 
# -7  b -7 a �  b -7  a -7  s ·� % 

� 
d. # -7 b -7 a -7 b -7 b -7 a -7 s -7 % 

The jump link added by the readjustment rule in (102) does not 
vacuously link fbf to fa! in (107b) because the fa! is identified as the 
first vowel. ( 102) specifies a beginning and end of an added prece­
dence link. The beginning of the added precedence link is the tim­
ing unit that precedes the timing unit associated with the first 
vowel. The end of the added precedence link is the timing unit that 
follows the timing unit of the first vowel. Since the long vowel in 
(107) is represented by a single timing unit that is repeated via the 
self-loop, this timing unit associated with the first vowel can not 
satisfy the environment for the end of the added link. This is an­
other point that distinguishes between the representations of long 
vowels in (105). Given this point about how the representation of 
long vowels interacts with (102), the remainder of the concatena­
tion of affixes in (107) is the same as in (106). 

The linearization of (107c) presents a case where a lexical link is 
not followed because of morphological pressure. As in the lineari­
zation of interposed forms in Indonesian, global information is 
utilized by the linearization process. This can be seen in two differ­
ent decision points in the linearization. The first decision point is to 
delay following the jump link added by (102) until the back link 
added by (100) is followed. If the jump link is followed immedi­
ately then the back link will not be followed at all and this violates 
the goal of using all added links. The second decision point is when 
the first vowel is reached. Should the vowel go back to itself fol­
lowing the lexical link or back to the fbf following the link added by 
(102)? The pressure to use morphologically added material first 
causes the back link to be followed just as in the Indonesian inter­
posed forms. Once again at the beginning of the precedence graph, 
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since the back link has already been used, the jump link receives 
priority and is followed leading to a straightforward linearization of 
the remainder of the graph. The result of this process is the occur­
ring surface form in (107d). 

The linearization effect that long vowels get shortened in prece­
dence structures as in (107c) draws attention to another subpattern 
of reduplication in Tohono 0' odham. There is a group of forms that 
show CV reduplication with the vowel in the reduplicant being 
long. Consider the data in ( 108). 

(108) a. toon too-ton 'knee' 
kaam kaa-kam 'a cheek. . . '  
kii kii-ki 'a house' 
taad taa-tad 'foot' 
baab baa··bab ' grandfather' 

b. kuu5agi kuu-k5agi 'a firebrand' 
faakim faa-fkim 'a halter for a horse' 
5aak 5aa-5k 'nose' 
maawua maa-mwua 'put a hand . . .  ' 
naak naa-nk 'an ear' 

c. ?ulin ?uu-?ulin 'hold' 
ban baa-ban 'coyote' 
ciJ1 cii-CiJ1 'mouth' 
Jig Jii-Jig 'outside' 
kun kuu-kun 'husband' 

The forms in (l08a,b) are analogous to the forms in (104a,b) with 
respect to the representation of long vowels. The difference be­
tween these sets of forms is that in (l08a,b) there is a long vowel in 
the reduplicant. This should not be the case if the linearization of 
(107 c) is correct. 

The linearization of (107c) indicates that some lexical prece­
dence links are bypassed in favor of using added links. The skip­
ping of some lexical links explains why there is shortening or dele­
tion of the vowel in the base of forms in (104) when other added 
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links are present. Consequently, the forms in ( 108a,b) appear to be­
have differently because the lexical links that are skipped in the 
forms in (104) are followed in the linearizations of the forms in 
(108a,b). This linearization paradox can be resolved if the forms in 
(108c) which show lengthening of a short vowel in the reduplicant 
are considered. 

The stems with short vowels that show vowel lengthening in 
(108c) can be accounted for by adding a readjustment rule that adds 
a self-loop onto the first vowel. This rule can be formalized as in 
(109). 

(109) a. begin -7 end 

begin: 

end: 
# * line 0 

I 
# * line 0 

b. 
... -, , \ 

I ' 
�X-...' 

I 
# * line 0 

The morphological spell-out of a form with a short vowel and the 
added self-loop creates representations as in (1 10). 

( 1 10) a. # -7 b -7 a -7 n -7 % 

b. # -7 b D n -7 %  

c. # -7 b D n -7 %  
� 

Linearization of ( 1 10c) shows that the added self-loop is followed 
before the back link is because it results in a linearization that dis­
charges the added links quicker than other possible linearizations. If 
the back link were followed first then a form with a long vowel in 
the stem would result. This is a less economical linearization than 
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the occurring surface form because it takes travelling five prece­
dence links to discharge all added links as opposed to the occurring 
linearization that only requires four precedence links to discharge 
these links. This comparison is shown in ( 1 1 1) with added links in 
outline. 

(1 1 1 ) a. # � b � a � a -+ b � . . .  

b. # �  b �  a -+  b �  a -+  a �  .. .  

Both of the added links in (1 10c) are used by the fourth step in 
( 1 1 1  a). (1 1 1  b) shows that following the added links in the opposite 
ordering requires five steps to utilize both of them. 

The self-loop readjustment rule also directly accounts for the 
long vowel forms in ( 108a,b). Forms with long vowels represented 
as geminates, as in (108a), behave in the same way as (1 10c). Long 
vowels represented as self-loops undergo the derivation in ( 1 12). 

b. � # � n �a_� k � % 

c. 

d. 

(I \ I I 
\ I ' - '  

The fact that one of the self-loops in ( l l2d) is lexical and one is 
morphological explains the surface form where a long vowel ap-
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pears in the reduplicant and no vowel appears in the base. The 
morphological loop causes the linearization to proceed as it did in 
(1 10c). As in the earlier long vowel self-loop forms, the lexical loop 
is skipped to create a shorter output form. 

To complete the discussion of the long vowel CV reduplication 
pattern in Tohono Q'  odham, we should note that there are short 
vowel bases that undergo both readjustment rules, (102) and (109), 
to produce a surface pattern of lengthening in the reduplicant and 
deletion in the base. A few of these forms are presented in ( 1 13). 
/w/ turns to /p/ when it is word internal in some forms. 

(1 13) cukud cuu-ckud 'an owl' 
tatal taa-ttal 'an uncle . . .  ' 
wuhio wuu-phio 'face to face (adv.)' 
wulim wuu-plim 'a bale' 
5ahiwuia 5aa-5hiwuia 'a kangaroo' 

The final alternative pattern of reduplication in Tohono 
Q' odham that will be discussed is one where a /V?V/ sequence is 
added to the stem. This modification behaves in a similar manner 
to the long vowel self-loop rule in (109). Consider the data in (1 14) 
which shows the interaction of the /V?V/ reduplication pattern and 
types of bases. 

(1 14) a. waik wa?a-waik '(a) three' 
wico wi1i-wico 'under' 
pad pa?a-pad 'badly' 
topi5k to?0-topi5k '(be) askew ' 

b. napad na?a-npad 'sprawled' 
Japij Ja?a-Jpij 'narrow' 
sikol si?i-skol '(be) circular' 
wa5a5k wa?a-p5a5k 'be shiny' 
komad ko?o-kmad 'in a spread . .  . ' 

c. toonk to?o-tonk 'a dike . .  . ' 
gook go?o-gok '(a) two' 
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kuugam 
taagio 
faagi5 

ku'1u-kugam 
ta'1a-tagio 
fa'1a-fagi5 

'backward' 
'in front of . .  . '  
'between (dist.)' 

( 1 14a) shows the /V'1V/ pattern with forms that have a short vowel 
or diphthong without a jump link. (1 14b) show the N'1V/ pattern 
with short vowel bases with a jump link. ( 1 14c) presents one type 
of long vowel base with the N'1V/ readjustment. The N'1V/ redupli­
cation pattern can be accounted for by the readjustment rule in 
(1 15) in addition to the normal CV reduplication readjustment in 
Tohono Q'odham. 

(115) a. begin --7 '1 --7  end 

begin: 

# * line 0 
end: 

# * line 0 

b. ,-1 � 
I \" 
, , 

�X,' 
I 

# * line 0 

The interaction of (1 15) with the jump link readjustment rule, long 
vowels of both types, short vowels, and CV reduplication in To­
hono Q'odham is the same as the self-loop long vowel readjustment 
rule in (109). 

This completes an analysis of the patterns of CV reduplication in 
Tohono Q'odham based on the proposals in this book. Now that an 
analysis has been presented we can compare it with other analyses. 
The first competing analysis is one based in Optimality Theory of­
fered by Fitzgerald (to appear). Fitzgerald proposes to account for 
the splitting of diphthongs in (101b) in some reduplicated forms by 
positing the constraint in (1 16). 

(1 16) *HL[+RD]: For a sequence VxVX+l where one of the two vow­
els is [+round] , the height of Vx must not be greater than the 
height of V x+l' 
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The constraint in ( 1 16) is meant to provide a generalization as to 
when a vowel is deleted in the base of reduplicated forms with 
diphthongs. To illustrate the merit of this constraint and how it is 
ranked with respect to other constraints in Tohono O'odham, Fitz­
gerald presents the tableau in ( 1 17). 

The constraint REDcv is a cover constraint for the constraints that 
interact to produce a CV reduplicant, MAXIO is the correspondence 
theory (McCarthy and Prince 1995) constraint that requires all seg­
ments in the input to have a correspondent in the output, and 
CONTIR (reduplicant) and CONTIB (base) are constraints that penalize 
outputs that diverge from the precedence structure of the input with 
respect to contiguity. 

Candidate (1 17a) violates the *HL[+RD] constraint proposed by 
Fitzgerald (to appear) since a diphthong that satisfies the descrip-' 
tion of *HL[ +RD] occurs in the output. Candidate (1 17b) does not 
violate *HL[ +RD] because a vowel has been deleted from the base. 
This deletion does not violate MAXro because MAXro considers the 
entire output form in evaluating whether a segment has a corre­
spondent or not (Raimy and Idsardi 1997, Struijke 1998). Candidate 
(1 17c) does violate MAXIO since there is no correspondent in the 
output for the input segment las!. Given the particular ranking in 
(1 17), candidate (1 17b) is the most harmonic. 

The analysis proposed by Fitzgerald is clearly inferior to the pre­
sent one because only a subset of the data covered here is accounted 
for by Fitzgerald (to appear) . The *HL[+RD] constraint in (1 16) will 
not account for the different behavior of long vowels in bases or the 
other patterns of reduplication that result from additional readjust­
ment rules. Consider bases that contain long vowels in the tableaux 
in (1 18-1 19). 
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(1 18) 
IRED-b102031J REDcv MAxIO *HL[+RD] CONTIR CONTrn 

a. bI02-bI020314 

b. bI02-bI0214 * ! 
1-. 

C. bI02-bI0314 * ! 

(119
r-
) -----,.----..,-----,---,------,------'-1 

.. a. II02-II0203b41is 
b. 1 orl 0 b4 

1& C. 1 0  -I b * ! 

*HL[+RD] CONT CONTrn 

* ! 

The tableaux in ( 1 1 8-1 19) show that there is no motivation for the 
modifications to the base in forms with long vowels in the base. 
The black hand (( .. ) indicates the most harmonic candidates in 
(1 18-1 19) although they are not the occurring surface forms. The 
occurring surface forms are indicated by the white hands (1&). It is 
not obvious how to expand Fitzgerald' s proposed analysis to in­
clude the patterns of bases with long vowels, short vowel bases that 
show deletion of the vowel in the base, and the /V?V / reduplication 
patterns. 

On a more specific note, the proposed *HL[ +RD] constraint is 
problematic for three reasons. The first problem is that this con­
straint is not a realistic one. It must be decomposed into the con� 
junction of simpler constraints but it is not clear exactly which con­
straints should be conjoined to create the effect of *HL[+RD] . 

The second problem is that *HL[ +RD] is too in narrow scope. 
This constraint misses the connection between the deletion of vow­
els in the bases in all forms (long vowels, short vowels, diphthongs, 
etc.) that is established in the present analysis. Deletion of vowels 
in the base results from the application of a readjustment mle that 
adds a jump link. This single rule accounts for the deletions of 
vowels in all types of forms. It is unclear as to how Fitzgerald could 
modify her analysis to make the "jump link generalization" without 
totally recapitulating the present analysis within Optimality Theory. 

Finally, *HL[+RD] is also too broad in scope. This constraint 
claims that all sequences of these particular diphthongs should be-
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have as the tableau in (1 17) indicates. This is a false prediction. 
Consider the tableaux in (120-12 1). 

The form in tableau (120) shows that *HL[+RD ] is a spurious 
phonological generalization. Whether a form that contains a diph­
thong in the base deletes a vowel in the base is an arbitrary lexical 
fact. This conclusion is supported by the near minimal pair ,Pio > 
,Pi-,Pio and ,Piok > ,Pi-,Pok and their reduplicants. Both forms come 
from the same root (meaning 'to speak') with the difference being 
that ,Piok is imperfective and ,Pio is perfective (Zepeda 1983 :59). 
This is a morphological difference that is a natural source for the 
application of a readjustment rule or not which lends support to the 
analysis presented here. A phonological analysis such as the one 
presented by Fitzgerald (to appear) is unable to explain the differ­
ence in near minimal pairs such as these. 

Tableau (121)  points out the fact that if *HL[+RD] is ranked 
above CONTrn (which evaluates contiguity of the input vs. the conti­
guity of the entire output) there should be no surface violations of 
*HL[+RD] at all in Tohono Q' odham. (121) is a tableau presented 
by Fitzgerald (to appear:fn 8) with an added candidate. Candidate 
( 121d) that metathesizes the diphthong to avoid violation of 
*HL[ +RD] is the most harmonic candidate given the present con­
straint ranking. Unfortunately, candidate (121a) is the occurring 
form so it can be seen that the analysis presented by Fitzgerald (to 
appear) has difficulties in accounting for the entire set of data. 
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A prosodic analysis of vowel syncope Gumping behavior in the 
present analysis) is proposed by Hill and Zepeda (1992). This pro­
sodic account is similar to Fitzgerald (to appear) in that it claims 
that the different patterns of reduplication in Tohono O'odham is 
phonologically predictable. Any phonological analysis of redupli­
cation cannot distinguish between near minimal pairs where jump­
ing occurs in one form but not the other (i .e. J1iok > J1iJ1ok, J1io > 
J1iJ1io 'to speak' imperfective vs. perfective). The prosodic con­
straint proposed by Hill and Zepeda to account for long vowel re­
duplication is inadequate because of prosodic minimal pairs where 
a long vowel reduplicant appears in one but not the other (i.e. 'lurn > 
'lu'lum 'a thigh' vs. ban > baaban 'coyote' , bawi > babawi 'the te­
pary bean' vs. cini > ciiGini ' a  mouth' ,  7ikus > 'li7ikus 'cloth' vs. 
'lulin > 'luu'lulin 'to hold (something) out'). Again, this type of 
minimal pair supports the claim of the analysis presented here that 
the different patterns of reduplication in Tohono O' odham result 
from lexically controlled readjustment rules. 

In contrast to these two other analyses the present analysis pro­
vides the following benefits. Broad observational adequacy of To­
hono 0' odham CV reduplication is achieved because all of the re­
duplicated forms in Saxton, Saxton and Enos (1989) and Zepeda 
(1983) are accounted for. The representational difference in long 
vowels developed here reduces apparent exceptions because no dia­
critic is used. Only language universal representational differences 
are utilized. Universal grammar provides both the self-loop repre­
sentation and the traditional geminate representation as possibilities 
in representing a long segment. 14 One aspect of learning a language 
that has long segments is determining which of these two possible 
representations of "long" should be used. Tohono 0' odham pre­
sents the interesting case where both types of long representations 
are utilized and whether a long vowel is a self-looped vowel or a 
geminate vowel can be determined by how the vowel in question 
interacts with the jump link rule. 

The present analysis also provides a single generalization for 
plural reduplication in Tohono 0' odham. The CV link that is added 
by the readjustment rule in (100) applies to all forms that have the 
plural morpheme. Subsidiary patterns of reduplication that appear 
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to deviate from CV reduplication are derived from lexically speci­
fied readjustment rules. The specific CV link that is added also ap­
pears in Bella Coola (Newman 1971 ,  Nater 1984, 199 1 ,  Raimy and 
Idsardi 1997) where internal CV reduplication also occurs as the 
result of consonant clusters at the beginning of a word (i.e. skma > 
s-km-kma 'moose' !'moose diminuative' , tup > tu-tup 'spot­
ted' !'trout') .  Utilizing readjustment rules to account for lexically 
determined subpatterns have independent motivation going back to 
The sound pattern of English (Chomsky and Halle 1968).  The 
analysis of Tohono 0' odham presented here provides strong evi­
dence that no cophonology or multiple reduplication morphemes 
are needed to account for the reduplication patterns in Tohono 
0' odham. The surface complexity of these reduplication patterns is 
derived from the interaction of simple rules. 

3.4.3 eve Reduplication15 

Another common pattern of reduplication follows a CVC template. 
The most interesting feature of this type of reduplication is that it 
usually ignores syllabic constituency in that sometimes a coda is 
copied in order to satisfy the CVC template while in other cases the 
onset of a following syllable is copied. An example of this type of 
reduplication from Agta (taken from Marantz 1982:449) shows how 
this template type can be easily accounted for within the present 
framework. The basic pattern of CVC reduplication in Agta is pre­
sented in (122). 

(122) takki 'leg' tak-takki 'legs' 
uffu 'thigh' uf-uffu 'thighs' 
bari 'body' bar-bari 'my whole body' 
na-wakay 'lost' na-wak-wakay 'many things lost' 

The data in (122) indicate that Agta reduplicates the first CVC se­
quence of a root regardless of the syllabic association of the second 
C. Note that whether the root is consonant or vowel initial does not 
affect the pattern. More neutrally, this pattern can be described as 
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"copy Up to the first consonant after a vowel". This pattern of redu­
plication can be produced by the precedence link in (123). 

(123) a. begin ---7 end b. �"---"""''''''' 
# ---7 X . . .  X ---7 X 

I 
line 0 # * 

begin: V ---7 I 
# * line 0 

end: # ---7 

(123) indicates that the added precedence link will link whatever 
follows the first vowel and whatever the first segment is. Note that 
in vowel initial forms, the first vowel and first segment are the same 
entity (i.e. uffi > uf-uffi). 

A very similar pattern of eve reduplication is found in Ilokano 
heavy reduplication but there is  a slight twist to the data. (124) 
shows that for some forms the behavior of Ilokano heavy redupli­
cation is identical to Agta but for other forms a slightly different 
pattern emerges. The data in (1 24) is taken from Hayes and Abad 
(1989:357-359) and heavy reduplication is used to mark both plural 
on nouns and progressive aspect on verbs. This polysemy supports 
the view that reduplication results from a readjustment rule. Fol­
lowing this point, plural is a zero morph in Ilokano that triggers the 
reduplication readjustment rule. The primary exponence of progres­
sive aspect is the prefix nag/ which also triggers the reduplication 
readjustment. 

(124) a. kaldiU 'goat' kal-kaldfu 'goats' 
pusa 'cat' pus-pusa 'cats' 
jyanitor 'janitor' jyan-:Jyanitor 'janitors' 
saUit 'to cry' 1ag-sau-sauit 'is crying' 
trabaho 'to work' 1ag-trab-trabaho 'is working' 

b. da1it 'to sew' 1ag-daa-da1it 'is sewing' 
r610t 'leaves' roo-r61ot 'leaves (pl.)' 
pa1fd 'fan' paa-pa1fd 'fans' 
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c. tnik 
bas 

'truck' 
'bus' 

traa-trak 
baa-bas 

'trucks' 
'buses' 

nyaw 'to meow' ?ag-nyaa-nyaw 'is meowing' 

The main difference between Agta and Ilokano is seen in (124b,c). 
(124b) shows that in forms where the first vowel is followed by a 
glottal stop, only the onset and first vowel are copied accompanied 
by the lengthening of the copied vowel. (124c) shows that mono­
syllabic forms behave like the forms in (124b). Heavy reduplication 
in Ilokano can be characterized by (125) and (126). 

(125) begin -7 X -7 end 

(126) a. 

begin: (i) __ 
I 

# * line 0 

end: # -7  

I'X� 
I '\\ 

\(' " 
# -7 X  . . .  X 

I 
# * line 0 

(ii) X -7  
[place] 

# * * line 0 

b. ,--X�, , .. " \ 
# -7 X  .. .  X --7 X  

[place] 

# * * line 0 

The differences between (123) and (125/126) are as follows. To be­
gin, the beginning precedence variable in ( 125/126) has a two 
clause environment that specifies where this link should concate­
nate. In ( 125) the (i) clause begin environment specifies the first 
vowel and the (ii) clause begin environment specifies a consonant 
with place features that follows the first vowel which is followed by 
a vowel. These two environments are governed by the Elsewhere 
Condition (Kiparsky 1973) so that the (i) clause will be blocked by 
the more specific (ii) clause. Additionally, there is an empty X-slot 
that is part of the phonological representation of heavy reduplica­
tion in Ilokano. This X-slot accounts for the lengthening behavior 
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of some forms. Lengthening is not surface apparent in all forms be­
cause of syllabification restrictions that sometimes eliminate the 
morphological lengthening. 

The same information about what link is added according to the 
heavy reduplication readjustment rule is in ( 126a,b). ( 126a) pre­
sents the general case and (126b) presents the more specific case. 
The relationship between these two rules is a bit clearer since the 
parts of the environments that are shared between them are readily 
apparent. 

To see how the rule in (125/126) works, consider the derivations 
in (127) and (128) that show how the Ilokano facts are captured by 
these rules. Note that unlike previous examples in this book, the 
melody/timing slot distinction is crucial so these will be represented 
auto segmentally in (127-128). 

(127) a. # � X � X '� X " -7 X � X �  % I I I I I 
r 0 ? 0 t 

(127a) shows the base that (125/126) searches on to determine 
where the beginning precedence variable should concatenate. Since 
the first vowel in (127a) is not followed by a consonant with a place 
feature, the beginning precedence variable concatenates to the first 
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vowel producing (127b). (127c) shows the features from the first 
vowel spreading into the empty X-slot and (127d) shows the re­
sulting linearized form that shows vowel lengthening. 

(128) a. # ---7 X ---7 X ---7 X ---7 X ---7 % 

I I I I 
p u s  a 

rX� 
b. # ---7 f ---7 f ---7 f ---7 f ---7 % 

p u s  a 

d # ---7 p ---7 u ---7 S ---7 S ---7 p ---7 u ---7 s ---7 a ---7 %  

e. # ---7 P ---7 U ---7 S ---7 P ---7 U ---7 S ---7 a ---7 % 

(128) is slightly different in that the more specific clause of 
(125/126) is satisfied so the beginning precedence variable con­
catenates to the consonant following the first vowel. This creates 
the structure in ( 128b) and (128c) shows the spreading of the place 
features of /s/ into the empty X-slot. (128d) shows the linearized 
form and (128e) shows the de gemination of /s/ presumably due to a 
universal tautosyllabic degemination rule. 

The derivations in (127-128) show that (125/126) correctly cap­
tures the behavior of heavy reduplication in Ilokano and the slight 
difference between (123) and (1251126) succinctly captures both 
the similarity and the difference between Ilokano and Agta. The 
forms in (124c) that show CVV reduplication even though there is a 
consonant with place features following the first vowel are ac-
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counted for by the requirement in the (ii) clause in (128) that the 
form be disyllabic.  This requirement is present in (125/1 26) by the 
additional * mark on the line 0 specification in the (ii) clause of this 
rule so any form with only a single vowel will not satisfy this more 
specific part of (125/126). This is an improvement on the analysis 
provided by Hayes and Abad (1989:359) since they must resort to 
stipulating this effect. 

Evidence for the complex formulation of the more specific 
clause in (125/126) is found in languages that have slightly differ­
ent reduplication patterns. Mokilese (Harrison 1976, Raimy to ap­
pear) has a very similar pattern of heavy syllable reduplication that 
only differs from Ilokano in that monosyllabic forms show CVC 
reduplication if they are CVC in form. This indicates that the sec­
ond vowel requirement is a legitimate part of the Ilokano rule since 
Mokilese has the same rule without this structural requirement. Ku­
saiean (Lee 1975) a language related to Mokilese (Harrison 1976) 
provides evidence for the empty X-slot to account for the heavy 
syllable aspect of the Ilokano and Mokilese reduplication patterns. 
Kusaiean shows a similar multi-clause beginning precedence vari­
able but no lengthening of any sort. Consider the data in (129) from 
Lee (1975). Note that "." mark syllable boundaries in ( 129). 

(129) a. ku.lus 'to peel' kul.ku.lus 'to peel bit by bit' 
ki.pat 'to fall' kip.ki.pat 'to fall gradually' 
ti.pAI 'to pick' tip.ti.pAI 'to pick again and again ' 
pi.$ik 'to flick' pi$.pi.$ik 'to flick repeatedly' 

b. e.WA 'to lift' ew.e.WA 'to lift little by little' 
i.pis 'to roll' ip.i.pis 'to roll bit by bit' 
o.lan 'to open' ol.o.lan 'to open again and again' 

c. b .u 'grouchy' b .k� .u 'rather grouchy' 
mo.ul 'alive' mo.mo.ul 'not completely dead' 
fo.ul 'smell' fo.fo.ul 'to emit smell' 

(129a) presents forms that reduplicate a evc sequence when the 
base for reduplication contains a consonant following the first 
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vowel. This is the same pattern seen in Ilokano CVC reduplication. 
(1 29b) shows vowel initial forms in Kusaiean and these forms do 
not show gemination of the reduplicated consonant. This contrasts 
with Mokilese vowel initial forms that do show gemination of the 
reduplicated consonant, e.g. ir > irr-ir 'string' ,  onop > onn-onop 
'prepare' ,  idip > idd-idip 'draw water' due to the empty X-slot that 
occurs as part of the Mokilese reduplication pattern. Further evi­
dence that Kusaiean does not have an X-slot associated with its re­
duplication pattern is in (129c) which shows forms that do not have 
a consonant following the first vowel. These forms just show ev 
reduplication without any lengthening of the vowel in the redupli­
cant and this directly contrasts with the Ilokano forms in (124b). 

The slight differences in behavior among Mokilese, Ilokano, and 
Kusaiean calls into question the notion of an output target of heavy 
syllable. Each of these languages produces a heavy syllable in some 
reduplication patterns but these languages diverge when determin­
ing what to do if there is not a cve sequence to copy. Both Ilokano 
and Mokilese contain an empty X-slot that explains why there is 
vowel lengthening when a evc sequence is not reduplicated. The 
surface appearance of a heavy syllable goal is captured by this 
empty X-slot. Kusaiean does not have this X-slot and this explains 
why no such lengthening occurs in this language. Mokilese and 110-
kano diverge from each other in that Ilokano requires bases to be 
disyllabic for evc reduplication to occur where Mokilese has no 
such requirement. Consider the representations for each of these 
reduplication patterns in (130). 

(130) a. Ilokano 
begin ---? X ---? end 

begin: (i) __ 
I 

# * line 0 

end: # -7  

b. Mokilese 
begin -7 X -7 end 

(ii) X ---? 

[Cplace] 

# * * line 0 
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begin: (i) _ (ii) X � 

I [Cplace] 
# * line 0 

# * 
end: # �  

c. Kusaiean 
begin � end 

begin: (i) - (ii) X � 

I [Cplace] 
# * line 0 

# * 
end: # �  

Both the similarities and the differences in the reduplication pat­
terns in Mokilese, 110kano and Kusaiean are captured by the rules in 
(130). The concept of heavy syllable has nothing to say about the 
subtle differences encoded in the rules in (130). An analysis that 
utilizes the notion of an output goal will also have to indicate what 
subpatterns occur when a heavy syllable is not immediately achiev­
able and this indicates that an output goal is not sufficient to ac­
count for heavy syllable reduplication. Since these subpatterns must 
be encoded in any analysis, the fact that the present analysis en­
codes both the main reduplication pattern and the subpatterns with­
out resorting to an output target indicates that output goals are not 
necessary to account for heavy syllable reduplication. The combi­
nation of these two points calls into question the utility of output 
goals in accounting for reduplicative templates. The analysis of 110-
kano presented here indicates that heavy syllable reduplication can 
be insightfully analyzed through the use of empty X-slots without 
resorting to output conditions or goals. 

Another argument in favor of the abandoning of surface oriented 
goals in reduplication patterns is provided by Mangarrayi 
(McCarthy and Prince 1986:36). This language presents a different 
type of CVC reduplication in that it does not appear to be possible 
to claim that the reduplicant is both contiguous and a legitimate 
prosodic unit. Consider the data in (131) .  
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(131)  gabuji 'old person' gab-ab-uji 'old persons' 
yirag 'father' yir-ir-ag 'fathers' 
waUgij 'child' waug-aug-ij 'children' 
walima 'young person' wa-la-lima 'young persons' 
jimgan 'knowledgeable jimg-img-an 'knowledgeable 

one' ones' 

The main question that this data presents is what exactly is the re­
duplicant in these forms. To begin with, whatever the reduplicant is, 
this is a case of infixing reduplication. Once this is assumed, the 
question is now whether the reduplicant is VC1(C2) or C2V(C1}. To 
make this question more concrete, is the reduplicant in jimgimgan 
limg/ or /giml? This appears to be a no win situation as far as the 
understanding of reduplication goes from an output goal perspec­
tive. If we posit /img/ as the reduplicant, then Prosodic Morphology 
(McCarthy and Prince 1986) suffers because the reduplicant is the 
rhyme of one syllable plus the onset of the following syllable and 
this is not a legitimate prosodic unit. If the other tack is taken by 
positing /giml, then the generalization that reduplicants are contigu­
ous strings of segments is lost (limg/ is a contiguous string in jim­
gan but /giml is not). Neither of these conclusions is necessary in 
our new representational approach though. 

The pattern of reduplication in Mangarrayi can be accounted for 
straightforwardly by the present proposals via the precedence vari­
ables in (132). Informally, (132) states that the segment preceding 
the second vowel precedes the first vowel. 

(132) a. begin -7 end 

begin: -7 X  I 
line 0 # *  * 

end: 

I 
line 0 # * 

b. 'f-"'� 
X . . .  X -7 X  I I 

# * * line 0 
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An alternative formulation of ( 132) could use syllabic information 
to express the relation that the first onset that follows a syllable pre­
cedes the first nucleus. The morphology has access to syllabic in­
formation as evidenced by allomorphy patterns sensitive to syllabi­
fication (Perlmutter 1998) so either formulation is possible. Which 
form of ( 132) is preferred by learners must be left to future re­
search. 

The generalization expressed in (132) correctly captures the be­
havior of reduplication in Mangarrayi as shown in (133). 

(133) a. # -� j � i � m � g � a � n � % 
b. # � J' � i � m �  g � a � n �  % . �  

The loop in ( 133b) is linearized in (133c) to produce the correct 
surface form. This analysis utilizes the prelinearized metrical 
structure of the base to capture the complex surface behavior in a 
simple way. It is the pursuit of a surface true generalization of a 
contiguous prosodic target that causes Mangarrayi to appear 
strange. If the output based view of reduplicative templates is aban­
doned then the deeper generalization relevant to Mangarrayi CVC 
reduplication as encoded in (132) is discovered. 

Previous analyses of Mangarrayi have either had to invoke spe­
cial mechanisms or they contain conspiracies. In particular, 
McCarthy and Prince (1986:36-38) invoke extrametricality and pro­
sodic circumscription in order to account for Mangarrayi . Consider 
the analysis in (134) offered by McCarthy and Prince. 

(134) a. (j (j 

I I  \ 11 \ 
j i m g a n  

b. (j + (j (j 1 \  11 \ 
(j) i m g a n  



c. cr cr cr 1 1 \  /.1\  11 \ 
j i m g a n U) i m g a n  
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The extrametricality/prosodic circumscription analysis offered by 
McCarthy and Prince begins in ( 134a) with the unaffixed base. 
(134b) shows the affix of the template which also triggers the cir­
cumscription of the first vowel of the base. The circumscription is 
indicated by the /j/ in parentheses and the deletion of the association 
line between the syllable and this consonant. (134c) shows the as­
sociation of the copied melody to the syllable template and the ad­
ditional association of the /g/ from the copied melody to the first 
syllable of the base so an onset is formed. The derivation is com­
pleted by the stray erasure of the non-associated copied melody. 

The analysis in (134) implies that reduplication in Mangarrayi is 
fundamentally different from other types of CVC reduplication be­
cause the extra mechanism of prosodic circumscription is required. 
This point separates the analysis of Mangarrayi from other prosodic 
morphology analyses of Ilokano or Mokilese because these other 
CVC reduplication patterns do not require prosodic circumscrip­
tion. This allows an argument to made in favor of the present analy­
ses since Mangarrayi is accounted for with the same resources as 
the other CVC reduplication patterns. The only difference between 
Mangarrayi and Ilokano is the settings of the precedence variables 
in a readjustment rule. No additional ad hoc mechanism is required. 

An alternative analysis of Mangarrayi based in Optimality The­
ory is offered by Jones (1997). Jones argues that the reduplication 
pattern in Mangarrayi results from the interaction of generalized 
alignment constraints that determine the infixation of the redupli­
cant and relativized CONTIGUITY (McCarthy and Prince 1995) con­
straints. The main thrust of Jones' analysis is that reduplication in 
Mangarrayi copies the onset from the following syllable and copies 
the rime from the preceding syllable.l6 This is the previously dis­
cussed C2 VCl option for accounting for this reduplication pattern. 
The important aspect of this analysis is the use of two relativized 
CONTIGUITY constraints that are presented in (135).  
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(135) a. J-CONTIGUITY-O"IO: A pair of segments that are adjacent 
across a syllable boundary in the output are adjacent in the 
input. 

b. D-CONTIGUITY-O"ro: A pair of segments that are adjacent 
within a syllable in the output are adjacent in the input. 

Given the constraints in (1 35) and generalized alignment con-' 
straints that determine the placement of the reduplicant, the tableau 
in (136) shows how these constraints interact. Note that ALIGN in 
(136) is a cover constraint for the two constraints that Jones uses to 
derive the placement of the reduplicant. 

The tableau in (136) indicates that the analysis offered by Jones 
does not produce the correct output form as being most harmonic. 
Candidates ( 136a) and (1 36b) tie in the amount of violations so 
which of these forms is most harmonic is indeterminate. 

Another problem with the analysis offered by Jones is that forms 
that show CV reduplication are not accounted for by the proposed 
relativized CONTIGUITY constraints. Instead, independent relativ­
ized LINEARITY (McCarthy and Prince 1995) constraints must be 
invoked. These LINEARITY constraints are relativized to be sensitive 
to syllable boundaries in the output as the constraints in (135) are. 
The difference between CONTIGUITY and LINEARITY is that 
CONTIGUITY evaluates whether two segments are adjacent to one 
another regardless of linear order. LINEARITY evaluates whether 
two segments that are adjacent have the same linear order between 
them in whatever two levels are being calculated (input/output, 
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base/reduplicant, output/output, etc.) Consider the tableau in (137) 
which shows the CV reduplication pattern. 

(137) shows that the relativized CONTIGUITY constraints that ac­
count for the CVC reduplication pattern in Mangarrayi are insuffi­
cient to account for the forms that undergo CV reduplication. Nei­
ther candidate in ( 137) violates either CONTIGUITY constraint. In 
addition, the added LINEARITY constraints do not help in solving the 
indeterminacy seen in tableau (136) because the tied candidates 
both violate D-LINEARITY to the same extent. Because of the differ­
ent explanations provided for the CVC and CV reduplication pat­
terns we can conclude that Jones' analysis is conspiratorial in na­
ture. CONTIGUITY and LINEARITY conspire in this Optimality The­
ory analysis to produce the overall pattern of reduplication in Man­
garrayi. From this we can argue that the analysis of Mangarrayi 
presented here is superior to the one in Jones ( 1997) because this 
analysis provides a single generalization based on where a prece­
dence link should be added that accounts for both CVC and CV re" 
duplicants in Mangarrayi. These different patterns in reduplication 
result from whether there is a consonant cluster between the first 
and second vowels in the base that the precedence link described in 
(132) concatenates to. Furthermore, according to this analysis Man­
garrayi behaves like all the other reduplication patterns presented so 
far in that the precedence variables that are present in the 
phonological representation of a morpheme determine the surface 
effect of the added precedence link. The pattern of reduplication in 
Mangarrayi is unusual only in that it appears to invoke a rarer and 
more complex combination of precedence variables than other re­
duplication patterns in the literature. 
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3.4.4 ONSET and NOCODA effects 

One argument frequently presented in favor of the Optimality The­
ory model of reduplication is the emergence of the unmarked 
(McCarthy and Prince 1994a) effects found in some reduplication 
patterns. Two of the most well know effects are the ONSET effect 
and the NOCODA effect. Both of these patterns are easily accounted 
for in the present proposals without resorting to output based pro­
sodic targets. 

The ONSET effect pattern of reduplication is typically total redu­
plication with the omission of a word initial vowel. In these special 
cases the entire root except the initial vowel reduplicates. This ef­
fect can also occur with partial reduplication but the example that 
will be analyzed coincides with the description given above. 

Optimality Theory analyses explain the ONSET effect as the 
ranking of ONSET above MAXBR• This effect can be reinterpreted as 
an edge effect given the present proposals instead of the output ori­
ented prosodic well-formedness approach provided by Optimality 
Theory. 

ONSET effects can be produced by setting the ending precedence 
variable of a morpheme to "first onset". This setting can be 
achieved through reference to syllabification information. Alterna­
tively, the first onset can also be identified as the first consonant 
that precedes a vowel. The notion first is derived by allowing the 
precedence variables to search through the precedence structure that 
they will concatenate to from beginning (#) to end (%). First is im­
mediately derived by stopping this search and concatenating as 
soon as the structural description of the precedence variable is met. 
A segmental description of the precedence variable settings that 
will produce an ONSET effect is in (138). 

(138) a. begin � end 

begin: � % 
end: � 

[Cplace] 

b. 

x 

I 
* line 0 

�'----------"""" 
# . . .  X � X  . . .  X -� %  
[Cplace] I 

* line 0 
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(138) states that the ending precedence variable is the first conso­
nant that precedes a vowel. For consonant initial forms this will be 
equivalent to the word initial segment and for vowel initial forms it 
will be some word internal segment. The alternative approach to 
defining the precedence variables mentioned earlier that utilizes the 
notion onset would be required for languages that can have com­
plex onsets. The present formulation of ( 138) will work for lan­
guages that only allow simplex onsets. 

A concrete example of this phenomenon can be seen in Axininca 
Campa (McCarthy and Prince 1993b, 1994a). The relevant data is 
presented in (139). 

(139) kawosi kawosi-kawosi 'paddle' 
osampi osampi-sampi 'ask' 

This pattern of reduplication in Axininca Campa reduplicates the 
entire word except for a word initial vowel. (138) correctly models 
this effect as seen in the derivation in (140). 

(140) a. # ---7 0 .� S ---7 a � m "---7 p ---7 i ---7 % 

b. # ---7 0 -� S � a � m ---7 p ---7 i .� % 

�� 
Since (138) specifies an ending precedence variable that may occur 
in different absolute positions in a precedence structure, a natural 
edge-based analysis of ONSET effects results from the present pro­
posals. As with the analysis of CVC reduplication in the previous 
section, the analysis here does not invoke the idea of output targets 
at all and derives the ONSET effect directly through the specification 
of precedence variables. For an analysis and discussion of the back­
copying augmentation facts in Axininca Campa based on the pre­
sent proposals see Frampton (1999). 

The other highly touted emergence of the unmarked effect in the 
Optimality Theory literature is the NOCODA effect. This effect also 
results from an emergence of the unmarked ranking where No 
CODA is ranked above MAXBR but below input output faithfulness. 
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This causes the last consonant in a reduplicant to not be copied if it 
is a coda. Consider the example from Balangao (McCarthy and 
Prince 1994b) in (141) .  Note that "R" represents the placement of 
RED in (141).  

(141) ma-R-taynan ma-tayna-taynan 'repeatedly be left behind' 
ka-R-1abulot ka-1abu-1abulot 'believers of just everything' 

The pertinent facts about Balangao reduplication is that two sylla­
bles of material equaling a foot are reduplicated from the stem and 
that prefixes are ignored in reduplication. This fact can be derived 
from either having the prefixes in question directly trigger the ap­
plication of a readjustment rule producing reduplication or by hav­
ing a zero morph that triggers reduplication affixed to the stem prior 
to the prefixes. The NOCODA effect in this type of reduplication is 
the lack of constituent copying that is seen. Reduplication here does 
not copy whole syllables (this would predict that Ima-RED-taynanl 
would reduplicate as *ma-taynan-taynan) but instead it only copies 
up to the second vowel in the stem. As previously mentioned, Op­
timality Theory proposes that this effect is due to NOCODA which 
penalizes the reduplication of coda segments. 

An edge based analysis that is parallel to the one given for 
ONSET effects is available though. This NOCODA effect is the result 
of setting the beginning precedence variable of the reduplicative 
morpheme to a vowel. The particular foot reduplication in Balangao 
can be represented as in (142). 

(142) a. begin � end b. 

begin: 

-I 
# *  * line 0 

end: # �  

, ... v-' 
\ 

# � x  . . .  x 

1 
# *  * line 0 

Since the beginning environment of the readjustment rule in (142) 
only refers to elements of the metrical grid it will ignore consonants 
(since they do not project onto the grid) and anchor onto the second 
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vowel of the phonological representation. The second vowel can be 
identified either through foot structure already present in the form 
or by a separate footing of the form triggered by this morpheme. 
(143) provides a derivation to show how the readjustment rule in 
(142) derives the forms in (141). 

(143) a. * * 

I I 
# ---7 t ---7 a ---7 y ---7 n ---7 a ---7 n ---7 % 

b. i i 
# ---7 t ---7 a ---7 y ---7 n -7 a ---7 n ---7 % 

�� 
c. 

d. #mataynataynan% 

line 0 

line 0 

line 0 

While this edge based representational approach to NOCODA ef­
fects captures the same generalization as an Optimality Theory 
based account, it does not make the same predictions. Sternberger 
(1996) points out that the Optimality Theory NOCODA analysis pre­
dicts that all codas in a reduplicant could be stripped out by this 
constraint (thus tag tag would reduplicate as tata-tagtag) in a very 
easy and natural way (No CODA » MAxBR, CONTIGUITY). Consider 
the tableau in (144). 

(1 
REDttagtagtag No CODA 

a. **** !* *  

h. **** !* 

lEi' c. *** 
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As can be seen in (144), candidate ( 144c) which eliminates all co­
das in the reduplicant is the winner. This candidate is the most har­
monic with respect to NOCODA so it is optimal given this particular 
constraint ranking. This is an unattested pattern of reduplication and 
consequently the Optimality Theory model of reduplication must 
adopt an ad hoc stipulation mandating the ranking of CONTIGUITY 
» NOCODA to prevent this pattern from occurring. The analysis 
proposed here does not suffer from this overgeneration of patho­
logical reduplication patterns since it treats this phenomenon as an 
edge-based effect. 

The attested NOCODA pattern is produced in the present propos­
als by setting the ending precedence variable in a readjustment rule 
to concatenate only to a vowel. For a hypothetical total reduplica­
tion pattern that shows a NOCODA effect, the graph in (145) would 
be created. 

The crucial aspect of this example is that the readjustment rule in 
question only adds a single precedence link. Since only a single link 
is added, only a single coda is skipped. A graph that would produce 
pathological NOCODA effects is found in (146). 

To construct the graph in (146) an additional link must be added for 
each coda that is to be skipped. This variability in the number of 
links being added to a stem depending on what the base is prevents 
this type of pattern from being the result of a productive rule. 

The argument that pathological NOCODA effects cannot be a 
productive process in the present proposals can be derived from ar­
guments in Carrier (1979) and McCarthy and Prince (1986) against 
using CV templates to describe reduplication patterns. CV tem­
plates are unable to account for total reduplication because of the 
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variable nature of total reduplication. Since it is possible that every 
stem that undergoes total reduplication could require a different 
configuration of Cs and V s, Carrier and McCarthy and Prince argue 
that CV templates are unable to capture the core generalization of 
total reduplication. This argument holds for the present proposals in 
productively creating pathological NOCODA effects. Since the 
amount of '�jump links" needed to eliminate all codas in the redu­
plicant will vary from stem to stem, there is no productive generali­
zation that can be made. This indicates that the non-output based 
approach to NOCODA effects proposed here is more restrictive than 
the output based Optimality Theory approach. In part, it cannot 
generate pathological NOCODA effects. 

3.4.5 Atemplatic reduplication 

The final type of reduplication pattern to be presented here that 
provides evidence for the proposals in this chapter is referred to as 
atemplatic reduplication. Both Gafos (1998a) and Hendricks ( 1998) 
make the claim that Temiar and Semai present evidence of a redu­
plicant that is not a legitimate prosodic unit. The reduplicant in 
these languages is a product of other forces in the grammars of 
these languages. 

Gafos ( 1998a) points out that the Prosodic Morphology hypothe­
sis only requires templates to be made of legitimate prosodic units 
and does not require all reduplication to be templatic but this is a 
new interpretation or view of reduplication. Previously, attempts 
were made to account for both Semai and Temiar in templatic ways 
(Shaw 1993, Sloan 1988) through the positing of minor syllables as 
prosodic units. This view makes a much stronger claim about the 
nature of reduplication in that it retains the idea that all reduplica­
tion patterns are subject to the same restrictions. 

The strong view about constraining all types of reduplication is 
retained in the model of reduplication proposed here. As proposed 
in the analysis of Nancowry in section 3.3, a discontiguous redupli­
cation pattern can be produced by positing morphemes with more 
than two precedence variables. Consider the data from Semai (Dif-
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foIth 1976) in (147) and Temiar17 (Benjamin 1976) in (148). The 
pattern of reduplication for both languages indicates continuative 
aspect. 

(147) dtph dh-dU:Jh 'appearance of nodding' 
c?e:t ct-c?e:t 'sweet' 
b?al bl-b?al 'painful embarrassment' 
ghtl:p gp-ghtl:p 'irritation on skin' 
kmr?e:c kc-kmr?e :c 'short, fat arms' 

(148) a. sbg s-g-bg 'to sleep with' 
smap s-p-map 'to ask a question' 

b. k:5w kw-k:5w 'to call' 
gal gl-gal 'to sit down' 
rec rp-rec 'to eat' 

The difference between the reduplication patterns in Temiar and 
Semai is a very subtle one. Semai reduplicates and prefixes the first 
and last segments as seen in (147). Temiar presents a more compli­
cated pattern where forms with three consonants, (148a), redupli­
cate the final segment and infix it after the first consonant while 
forms in ( 148b) with only two consonants reduplicate the first and 
last consonant and prefix them. Thus, Temiar forms with two con­
sonants follow the same pattern as Semai does but Temiar forms 
with three consonants do not. 

The Semai pattern of reduplication can be produced by the 
precedence variables in (149). 

(149) a. begin � mid � end b. " ,-� 
begin: # �  

mid: � %  

end: # �  

# � X  . . .  X � % 
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The precedence structure described in (149) is that the first segment 
precedes the last segment which precedes the first segment. Adding 
this precedence structure to one of the bases in ( 147) creates a 
precedence structure as seen in (150). 

(150) a. 

The precedence structure in ( 150a) is linearized as ( 150b) because 
the added precedence link from the word initial segment to the 
word final segment is followed first since it is new information 
when compared with the competing [k � m] link. Since this prece­
dence link contains three precedence variables there is no choice at 
the word final segment. Since the ending variable is part of the 
precedence link started by following the [k � c] link in (150a), the 
[c �k] must be followed immediately. At the word initial segment 
again, linearization proceeds by going straight through the remain­
ing lexical links. 

The reduplication pattern in Temiar can be produced by modi­
fying one of the precedence variables in ( 149). This is a very im­
portant finding because the close relation between Temiar and Se­
mai is reflected in the similarity of the morphemes that produce 
their reduplication patterns. The modification that must be made to 
the precedence structure in (149) in order to produce the Temiar 
pattern is presented in ( 151). 

(151)  a. begin � mid � end 

begin: 

mid: 

end: 

# --7 
� %  
� X  I 

* % line 0 

b. ,. - -- - - - - - - - - - .. 1 
I � 

# � X  . . .  X � X  . . .  X � %  
� I ,J .... _ - 1- -- '  

* % line 0 
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The precedence structure that is described in (151)  specifies that the 
first segment precedes the last segment which precedes the segment 
that precedes the last vowel. This last precedence variable is similar 
to the one used to produce NOCODA effects in the analysis of 
Balangao in section 3.4.4. The difference between the precedence 
variable used here and the one required in Balangao is that Temiar 
identifies the last vowel and Balangao specifies a vowel at the end 
of a foot (in other words, the second vowel). 

Whether the ending precedence variable in ( 151 )  makes refer.;. 
ence to the segment that precedes the last vowel or first onset de­
pends on what the status of minor syllables are in Temiar. All 
analyses of Temiar (Benjamin 1976, McCarthy 1982, Broselow and 
McCarthy 1983, Sloan 1988, Shaw 1993, Gafos 1998ab) assume 
the existence of minor syllables in Temiar. Both Sloan (1988) and 
Shaw (1993) specifically address the prosodic status of minor sylla­
bles. All of these views of minor syllables assume that prosodic li­
censing (Ito 1988) requires segments to be parsed into syllables if 
they are present in the output. Bagemihl (1989) convincingly argues 
that Bella Coola has unsyllabified segments and this allows minor 
syllables to be understood as phonologically unsyllabified seg­
ments. Phonetic descriptions of minor syllables indicate that there is 
usually a short vowel of variable quality that acts as some kind of 
nucleus in these syllables. This fact supports the view that minor 
syllables are phonologically unsyllabified segments because the 
phonetics module can either add vowels to these unsyllabified seg­
ments or these variable vowels can be produced by the transition of 
articulatory gestures between the two consonants. 

While the status of minor syllables is important in determining 
what the best analysis of Temiar is they do not affect the ability of 
the present proposals in accounting for the data. The formulation of 
(151)  takes a neutral position on the status of minor syllables and 
derives the reduplication patterns using a different reference point. 
(152) presents the precedence structures resulting from the concate­
nation of ( 152) with both a three consonant and two consonant root. 

(152) a. � 
# ---7 S ---7 I --� :J -� g ---7 % 

� 
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The precedence structures in (152) show how different prosodic 
structures of individual words can produce different reduplication 
patterns even though the same precedence structure is added. In 
(152a), there is a distinction between the first segment of the prece­
dence structure and the segment that precedes the last vowel and 
this produces the single infixed consonant reduplication pattern in 
Temiar. ( 152b) shows the Semai like reduplication pattern where 
the first and last segment are reduplicated and prefixed results when 
the first segment of the precedence graph and the segment that pre­
cedes the last vowel are the same segment. Variation in a redupli­
cation pattern emerging from differences in the stems that a prece­
dence structure is added to is also seen in the previous Mangarrayi 
example. 

The analyses of Temiar and Semai presented here provide sup­
port for the present proposals for two main reasons. The first is that 
the similarity between (149) and (151)  directly captures the close 
relationship between the reduplication patterns in Temiar and 
Semai. The Optimality Theory analyses offered by Gafos ( 1998a) 
and Hendricks (1998) are significantly different from each other 
and do not capture this generalization. Gafos claims that reduplica­
tion in Temiar results from the interaction of requiring the redupli­
cant to be next to a stressed syllable, which is always final in 
Temiar (Benjamin 1976), and an onset requirement. Hendricks 
claims that reduplication in Semai results from the interaction of the 
requirement of anchoring both ends of the reduplicant while redu­
plicating as little segmental material as possible. It is not clear how 
these two analyses relate the reduplication patterns in Temiar and 
Semai with each other nor is it clear how to derive one analysis 
from the other. 

The second reason that the present analysis should be preferred 
is that non-prosodic discontinuous reduplication patterns do not 
force the present model of reduplication to be modified in any way. 
Patterns of reduplication result from the precedence structures that 
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are described by precedence variables and more complicated redu­
plication patterns result from precedence variables utilizing more 
complicated descriptions of points in a precedence graph or by us­
ing additional precedence variables. Both of these options are in­
herent properties of the model of reduplication developed here. 
Consequently, the fact that more complicated reduplication patterns 
match up with more complicated precedence variables is a strong 
argument in favor of the present proposals. 

4.5 Summary 

This chapter has addressed the morphological issues raised by the 
representations proposed in chapter 2. In addition, the basic process 
of morpheme concatenation has been addressed. All issues related 
to reduplicative templates and the morphology of reduplication 
have been given a unified approach within Distributed Morphology. 
This supports the claim that reduplication and associated phenom­
ena can be accounted for within a modular and derivational theory 
of morphology and phonology. 

The analyses presented in this chapter call into question some of 
the basic findings and tenets of Optimality Theory. All instances of 
emergence of the unmarked effects in reduplication have been 
given simple rule based analyses here. There is no need for parallel 
computation or correspondence to produce any of these types of 
effects. The analyses presented here have been shown to be superior 
to the analyses of the languages used to argue for the emergence of 
the unmarked, therefore analyses of reduplication dependent on the 
emergence of the unmarked must be reevaluated and reargued to 
address the issues raised here. 

Another argument in favor of the proposals in this chapter is 
based on the idea that formal markedness and analytic simplicity 
should coincide. The idea behind this argument is that the formal 
systems that are proposed in linguistic theory should reflect in some 
way what is marked in human language. Additionally, the formal 
system should indicate and predict what operations are more com­
plicated than others. With the advent of linguistics becoming an ac-
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tive part of cognitive science in general, we must hold our formal 
systems to these goals. A formal system that does not make the cor­
rect predictions in respect to what is complex or should cause proc­
essing or acquisition difficulties is inferior to one that makes the 
correct predictions. 

The model of reduplication proposed here has the characteristic 
that it makes predictions about which reduplication patterns are 
more marked than others. These predictions are based on the idea of 
analytic simplicity in that patterns that require fewer or less compli­
cated precedence variables are simpler and thus less marked. Pat­
terns that require complex precedence variables or additional 
precedence variables are more marked. The analyses of reduplica­
tive templates presented in section 3.4 have this quality. 

The nature of the precedence structures gives special status to 
both the beginning and end of forms. Consequently total reduplica­
tion results from the most basic combination of precedence vari­
ables. The simplicity of this precedence structure makes the predic­
tion that total reduplication is the least marked type of reduplica­
tion. This prediction is true. Almost every language in the world has 
total reduplication of some sort (Moravcsik 1978). 

Following from this point, all other patterns of reduplication 
should be formally marked. ONSET and NOCODA effects in redupli­
cation patterns are more complicated because of the reference either 
to only consonants or vowels in one of the precedence variables. 
Patterns of partial reduplication (e.g. Tohono O'odham, Ilokano) 
require more complicated environments in at least one of the prece­
dence variables. Infixing patterns of reduplication (e.g. Mangarrayi) 
require both precedence variables to be more complicated than just 
"beginning" or "end". Discontiguous reduplication patterns (e.g. 
Temiar, Semai) require three precedence variables to produce the 
correct pattern of reduplication. Combinations of different types of 
reduplication effects such as partial infixed ONSET effect patterns 
are even more marked due to the combination of the individual 
complexity of each effect. Finally, the apparent unmarkedness of 
prefixing reduplication can be derived in the present system through 
a preference for reference to the beginning of a lexical item 
[# -7 _ ]  which agrees with various psycholinguistics findings. 
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The natural incorporation of a markedness metric is only one 
advantage of the present model of reduplication. The final chapter 
will discuss other advantages of the present approach by identifying 
strengths and weaknesses in previous approaches to reduplication. 



Chapter 4 
Theoretical issues and conclusion 

One of the primary purposes of this book has been to argue for a 
formal clarification of the representations used in phonological the­
ory in which precedence relationships are explicitly specified. A 
trivial but striking argument that shows the need for precedence in 
phonological representations is the simple fact that ab and ba are 
distinguished in all of the world' s languages. There are no "ana­
gram" languages. This results from precedence being a primitive in 
phonological representations. 

The arguments presented here in favor of the explicit represen·, 
tation of precedence are a bit more complicated though. Primarily, 
these arguments use reduplication to show the benefits of the ex­
plicit representation of precedence. From the formal representation 
of precedence a new representationally based model of reduplica­
tion has been developed. Comparisons of this new model of redu­
plication with previous models of reduplication across many 
different dimensions provide numerous arguments for this new 
model of reduplication and the explicit representation of prece­
dence. Additionally, we have found evidence from infixes that fur­
ther support the proposals about precedence in chapters 2 and 3 .  

This final chapter presents three more general arguments in  fa­
vor of the model of reduplication developed here. These arguments 
address theoretical issues affecting phonological theory and indicate 
what role reduplication has in illuffiinating possible theories of pho­
nology. The answers to these theoretical issues provided by the pre­
sent model of reduplication are an improvement on the answers 
from previous models of reduplication. This kind of converging re­
duplication independent evidence is one of the strongest arguments 
in favor of the proposals in this book. Finally, other topics in pho­
nology and morphology that may benefit from the proposals in this 
book will be identified. 
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4.1 Conspiracies 

One of the advantages Optimality Theory analyses claim over rule 
based analyses is in the area of conspiracies. Since Optimality The­
ory prefers to make generalizations on surface forms and eschews 
intermediate representations, conspiracies based on putative output 
goals should not occur. Conspiracies should not occur in Optimality 
Theory because a direct surface generalization can be made which 
should eliminate redundancies present in non-surface true generali­
zations that are the usual source of conspiracies. As indicated by the 
discussion of CVC reduplication in Mangarrayi in chapter 3 ,  Opti­
mality Theory analyses are still capable of containing conspiracies 
and the analysis of Mangarrayi presented by Jones ( 1997) is one 
concrete example. Consider the constraints and ranking that Jones 
requires to account for the Mangarrayi reduplication pattern pre­
sented in ( 153). 

(153) J-CONTIGUITY-O'IO » 
J-LINEARITY -0'10 

D-CONTIGUITY -O'ro 

D-LINEARITY -O'ro 

There is a certain amount of overlap between CONTIGUITY and 
LINEARITY that causes Jones' analysis to contain a conspiracy. 
Neither CONTIGUITY nor LINEARITY alone is sufficient to account 
for the entire reduplication pattern in Mangarrayi. The relativized 
CONTIGUITY constraints account for the CVC pattern of reduplica­
tion and the relativized LINEARITY constraints account for the CV 
pattern of reduplication. The analysis based on the model of redu­
plication developed here makes a single generalization that covers 
the behavior of both patterns of reduplication. Consequently, since 
we have an alternative to compare the Jones (1997) Optimality 
Theory analysis with, we can identify the conspiratorial nature of 
Jones' analysis. See Halle and Idsardi (to appear) for a discussion 
of the conspiracies present in Optimality Theory analyses of metri­
cal systems. 

Since it is apparent that conspiracies can plague all theories, both 
classical generative phonology and Optimality Theory in the pre­
sent discussion, no simple argument based on conspiracies can be 
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made in favor of either model of phonology. More detailed and lan­
guage specific arguments based on conspiracies must be offered 
instead. An outline with examples of three different types of argu­
ments based on conspiracies that can be used to distinguish between 
different analyses follows. 

The first type of argument from conspiracies that can be made is 
the classic conspiracy argument. The form of such an argument is 
that an analysis misses a generalization when there is no single co­
herent expression of it. We favor analyses that capture more gener­
alizations.  Consequently, we should pick an analysis that captures 
more generalizations. This type of argument was used to distinguish 
between the Jones (1997) analysis of Mangarrayi and the analysis 
presented here. 

This type of conspiracy argument can also be brought against the 
Optimality Theory approach to templates in reduplication. The 
point that is being raised here is that neither the direct expression of 
a template (such as RED = 0'J.1J.1) nor the more recent innovation of 
deriving a template from constraint interaction that is assumed by 
generalized template theory (McCarthy and Prince 1994b) ad­
dresses how the template is satisfied. The "template" in these cases 
only indicates an output structure and other constraints must be in­
voked to indicate where the template should occur in the output, 
what correspondences between the base and reduplicant are permis­
sible in the template, and finally under what conditions and along 
which dimensions the "template" can be violated. When all of these 
other issues are considered it becomes apparent that a template un­
der any interpretation provides very little information about a redu­
plication pattern. Since only a small amount of information is 
provided by a template, only a vague generalization can be made by 
this device. Any generalization that is posited by a "template" 
would be further weakened if the "template" itself is not a generali­
zation but instead is composed out of other entities as in the gener­
alized template theory (McCarthy and Prince 1994b) approach. 

To illustrate the dispersement of the aspects of a reduplication 
pattern in an Optimality Theory analysis consider the tableau in 
(154). This tableau shows the constraints that must be involved and 
crucial candidates that must be considered in order to account for 
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the prefixing heavy syllable reduplication pattern in Ilokano (Hayes 
and Abad 1989). The particular form that will be analyzed in the 
tableau in (154) is kal-kaldiv 'goats' from kaldiv 'goat' and we will 
ignore how stress and reduplication interact. 

(154) 
IRED, kaldiul RED=<1LLLL PREFIX ANCH CONTIG FAITH MARK 

a. kal-kaldiu * * *+ . . .  . .. 
b. ka-kaldiu * !  *+ . . .  *+ . . .  
c. kaa-kaldin *+ !  *+ . . .  *+ . . .  
d. kaldiu-kaldiu * !  * *+ . . .  

e. kaldiu-kaldin * !  * * *+ ... 
f. kaldin-diu * !  * * * *+ ... . . . 
� diu-kaldiu * ! * *- *+ . . .  . .. -
h. kan-kaldin *+ !  *-. .. *+ . . .  
i. 1an-ka1diu * ! *+ *+ . . .  *-. .. 

J. 1al-kaldin * *+ ...  *- . . .  
k. dil-kaldiU * ! *+ *+ . . .  *+ ...  

1. kal-kadiU *+ !  * ? . .  * -. . . 

The constraints in (1 54) are not actual constraints but instead are 
shorthand for particular rankings of specific constraints. Each of 
these cover constraints will be discussed in turn to show the inter­
action of the specific constraints. 

The first constraint in ( 154) is RED = a"" and is composed of at 
least REALIZE MORPHEME and an alignment constraint if general­
ized template theory is assumed. REALIZE MORPHEME requires RED 
to correspond with some segmental material in the output. 
UNIFORMITY (McCarthy and Prince 1995) which prevents multiple 
correspondence will also be active to ensure that RED and the base 
do not correspond to the same segmental material in the output re­
sulting in no repetition of phonological material. Both of these con­
straints must be ranked above *STRUCT, which penalizes all 
segmental material, otherwise there would be no surface difference 
in a form triggered by RED. 

The alignment constraint component of RED = a/!/! will require 
RED to be right aligned with a heavy syllable but there are some 
complications to this approach. If this alignment constraint simply 
requires RED to be right aligned with a heavy syllable then it is 
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equivalent to a template because a direct structural requirement is 
placed on RED. This is contradictory to the spirit of generalized 
template theoryl (McCarthy and Prince 1994b). Other options for 
this alignment constraint lead to either analytic indeterminacy be­
cause the alignment target does not distinguish between a heavy 
and light syllable (as in the case of right aligning to a mora) or to 
the further fractioning of constraints. This fractioning of the con­
straint results from the Ilokano reduplication pattern lengthening 
short vowels to meet the heavy syllable "template" (as in ro'lot > 
roo-ro'lot 'leaves [plural] ') which causes both "right-align with a 
C" and "right-align with a long vowel" to be inadequate in de­
scribing the total pattern in Ilokano. I leave the issue of whether 
generalized template theory can derive heavy syllable reduplication 
patterns without positing a de facto template to future research. 

It can now be seen that the cover constraint RED = (J1111 actually 
involves at least the constraints and ranking in (155). 

(155) REALIZE MORPHEME 
UNIFORMITY » *STRUCT 
ALIGN (R, RED, R, (J1111) 

The candidates that violate this cover constraint all either copy too 
much material as in candidates (154d,e) or copy too little material 
as in candidate (154b). None of these candidates contain a redupli·· 
cant that is coextensive with a heavy syllable. 

The PREFIX cover constraint in (154) indicates that an alignment 
constraint that requires the right edge of RED to be aligned with the 
left edge of the stem is ranked higher than other competing align­
ment constraints. The competing alignment constraints are ones that 
require RED to align with the right edge of the stem (producing suf­
fixing reduplication) or some kind of infixing or variable placement 
(as in align to the left of the main stressed syllable) of RED. For 
any type of reduplication pattern, the alignment constraint (or con­
straints in some cases) that correctly describes the placement of 
RED in the output must dominate all other alignment constraints 
that require RED to align in some other way. This produces the 
constraint ranking in (156) for the prefix cover constraint. 
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(156) ALIGN (R, RED, L, Stem) » ALIGN (L, RED, R, Stem) 
ALIGN X 

The candidates in (154) that violate this cover constraint all show 
suffixing reduplication. Candidate (1 54e) shows total reduplication 
with the second part being the reduplicant and candidate (154f) also 
shows suffixing (or possibly infixing) reduplication and neither of 
these options satisfy the prefix cover constraint. 

The ANCH cover constraint refers to ANCHOR constraints 
(McCarthy and Prince 1995) that require the beginning or end of 
the reduplicant to correspond with the beginning or end of the base. 
This particular pattern of reduplication requires ANCHOR-Left 
which states that the left most segment in the reduplicant corre­
spond with the left most segment in the base to be ranked above 
ANCHOR-Right which places the opposite requirement on RED. 
This results in the ranking in (157) for the ANCH cover constraint. 

(157) ANCHoR-Left » ANCHOR-Right 

The candidates that violate this cover constraint all begin the redu­
plicant with a segment other than the leftmost segment in the base. 
Candidates ( 154g,k) begin the reduplicant with /dJ which is in the 
middle of the base? Candidate (154i) shows a default RED where 
the segmental content of RED are epenthetic segments that do not 
correspond with the segments in the base. Candidate (l 54j) satisfies 
ANCH because the initial segment, /1t, corresponds to /kI in the base 
but has been modified to reduce markedness (as in the Alderete et 
al 1999 analysis of prespecification in reduplication). 

The CONTIG cover constraint refers to the different possible 
ranking of CONTIGUITY constraints. Most candidates in ( 154) vio'­
late CONTIGUITY to a certain extent since there is the sequence of 
segments between the reduplicant and the base that is not contained 
in the input. 3 The single candidate that does not have this violation 
is candidate ( 154b) because ta! and /kI are contiguous in the input. 
Relative severeness of violations of CONTIGUITY are indicated in 
(154) by a "+" or "-" that indicates whether the candidate is more or 
less harmonic with respect to CONTIGUITY than the winning candi-
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date in (1 54a). Candidates that are eliminated by this cover con­
straint are ( 154c) which will have an additional violation caused by 
the epenthetic Ia! and the segments that border it in the output, 
( 154h) which has the additional sequence of [au] , and (1541) that 
contains [ad] as a sequence in the base which is not present in the 
input. The ranking of specific contiguity constraints in this cover 
constraint is in (158). 

(158) CONTIGUITYro » J-CONTIGUITYro, D-CONTIGUITYro, etc. 

The ranking in ( 158) indicates that the more general input/output 
CONTIGUITY constraint will be ranked above other more specific 
CONTIGUITY constraints in this particular type of reduplication pat­
tern. 

The FAITH cover constraint refers to all the Faithfulness con­
straints that require exact copying between the base and redupli­
cant. Additionally, the Faithfulness constraints that affect only the 
base are included here also. As with the CONTIG cover constraint, 
relative violations of this set of constraints is indicated in ( 154) . 
The candidates in ( 154d,e) that show total reduplication are more 
harmonic along the Faithfulness dimension than the winning candi­
date in (1 54a). The candidate that is eliminated by this constraint is 
(154j)  which has miscopied /k/ as /11 in the reduplicant in an at­
tempt to reduce markedness. 

The MARK cover constraint refers to all Markedness constraints. 
Because of the particular ranking in (154), MARK does not help de­
termine the winning candidate but we can still see how MARK could 
affect the determination of the surface reduplication pattern. As be­
fore, relative violations of MARK are indicated by + or - symbols to 
show whether a candidate is more or less harmonic than the win­
ning candidate in ( 154a). Most of the candidates are roughly 
equivalent to the winning candidate along the dimension of mark­
edness if only number of segments is considered. The total redupli­
cation candidates in (154d,e) show more violations of MARK since 
more segmental material is reduplicated. Candidate ( 154b) shows 
less violations of MARK since only Ika! is added as the reduplicant. 
Candidate (1 541) also shows less violations of MARK since the 11/ is 
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not present in the base but is present in the reduplicant. Finally, 
candidates ( 154i,j) reduce markedness violations along the featural 
dimension by miscopying in reduplication. 

All Optimality Theory analyses of reduplication must at least 
assume all of the dimensions of variance in a reduplication pattern 
are accounted for by the sets of constraints and constraint rankings 
discussed above. From this point, it can be seen that the actual RED 
= crIL", constraint only accounts for a small portion of the heavy syl­
lable reduplication pattern in llokano. This constraint does not have 
anything to say about where the reduplicant is positioned, how to 
fill the reduplicant with segmental material, or when the reduplicant 
may not be a heavy syllable. It is the entire ranking of all the con­
straints that evaluate a reduplication structure that accounts for the 
reduplication pattern and this makes it unclear as to what generali­
zation is provided by a single constraint that affects some dimen­
sion of reduplication. Due to this fact, Optimality Theory analyses 
of reduplication are open to conspiracy arguments since the gener­
alization accounting for the pattern does not result from a single 
statement in the grammar. Instead, generalizations with respect to 
reduplication in Optimality Theory analyses are provided by the 
entire grammar of a given language. 

When we compare this situation with the analysis of llokano 
provided in section 3.4.3, we see that the analysis presented here 
provides a single strong generalization (albeit complex) about the 
reduplication pattern that is encapsulated in a single readjustment 
rule in the morphology. This readjustment rule, (125/126), deter­
mines the placement of the reduplicant, what segmental material is 
present in the reduplicant, and what variation occurs in the redupli­
cant. The first two of these points are actually one and the same 
since there is no copying of melody in this model of reduplication 
and the placement and what segmental material occurs in the redu� 
plicant are directly dependent on the precedence variables in this 
readjustment rule. The point here is that arguments based on con­
spiracies used against rule based analyses can also be raised against 
Optimality Theory approaches. The line between "constraint inter-, 
action" and "constraint conspiracy" appears to be a fine one and its 
position has not been fully identified yet. Consequently, conspira-
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cies do not uniformly argue for a single model of grammar over 
other possible models. 

The second type of response to conspiracy arguments is the false 
conspiracy argument. This type of argument indicates that what ap­
pears at the surface to be a conspiracy is in actuality not. To see 
how this works, we can again tum to heavy syllable reduplication in 
Ilokano. 

Disregarding the discussion of the classic conspiracy argument, 
one immediate response to the analysis of Ilokano provided in 
chapter 3 is that it misses the generalization that the reduplicant is 
always a heavy syllable. According to this objection, the notion of 
heavy syllable is meant to capture the lengthening behavior in 
stems that do not show CVC reduplication. The analysis in chapter 
3 instead explains the lengthening behavior of these stems by the 
presence of an empty X-slot in the precedence links that are added. 
The evidence that supports this view of heavy syllable reduplication 
is the fact that Kusaiean (Lee 1975) instantiates the case where 
CVC and CVV stems differ in reduplicants with no lengthening of 
the copied vowels in the CVV stems. This fact supports the bi­
clausal nature of the reduplication rule in (125/126) because the al­
ternation in reduplication patterns between CVC and CVV stems 
seen in both Mokilese and Kusaiean is independent of whether a 
heavy syllable is the surface result of reduplication. To further sup­
port this point, the fact that Mokilese appears to be simplifying its 
heavy syllable reduplication rule to only have the general clause in 
(130b) to produce a uniform pattern of reduplication that lengthens 
the reduplicated vowel indicates that a biclausal description of this 
pattern is correct (see Raimy to appear). In summary, upon deeper 
investigation of heavy syllable reduplication in Ilokano and Mok­
ilese it turns out that "heavy syllable" is a spurious generalization 
because it does not capture the cross linguistic typological facts. 
Consequently, a conspiracy argument can not be made against the 
analysis of Ilokano in chapter 3 since the supposed missed generali­
zation (heavy syllable) is incorrect.4 

The final possible type of conspiracy argument is based on a re­
interpretation of what a phonological rule is. Avery and Idsardi (to 
appear) propose that phonological rules can be interpreted as state-
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ments about what a representation should be. The effect of this in­
terpretation of phonological rules is that if a structure described as 
the output of a phonological rule is already present, then the rule 
will not add any structure since it is satisfied by the presence of this 
structure. This position allows the analysis of Tohono O'odham in 
section 3 .4.2 to be expanded to explain forms that do not undergo 
reduplication. Consider the data in (159). The important aspect is to 
notice is that each of the forms appears to be the result of the read­
justment rules proposed to account for reduplication in Tohono 
O'odham. 

(159) a. 1i?is 'a plant' 
cucul 'chicken' 
hahaw 'a lung' 
kakaicu 'a quail' 

b. 1aa1at 'the dessert' 
giigiwakam 'a winner' 
haahag 'a leaf' 
tiitili 'a talking doll' 

c .  gagka 'a clearing' 
kaksipul 'the bells on . . .  ' 
kok10i 'a ghost' 
paplo 'a pigeon' 

d. biibhiag 'the morning' 
cuucpul 'a square' 
fuufk 'a pair of shoes' 
taatko 'a jaw' 

The forms in (159a) appear to have under gone CV reduplication 
since the beginning of the stem has repetitive sequence of CV. The 
forms in ( 159b) appear to have undergone CV reduplication and the 
additional readjustment of long vowel which causes the vowel in 
the reduplicant to be long. The forms in (159c) appear to have un­
dergone CV reduplication and the jump link readjustment and fi-
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nally the forms in ( 159d) appear to have undergone CV reduplica­
tion, long vowel readjustment and jump link readjustment. 

The lack of reduplication shown by these forms is immediately 
accounted for by the new interpretation of what a rule is proposed 
by Avery and Idsardi (to appear). If the appropriate readjustments 
are "applied" to these forms, the structure that is to be added via the 
readjustment rule is already present so the rule does not alter the 
phonological structure further. These forms do not have a distinct 
reduplicated form since they appear to already have a reduplicated 
structure. By reinterpreting what kind of operation a rule is, a new 
approach to accounting for surface targets emerges which helps ex­
plain conspiracies. This view may also provide new ideas that may 
be helpful in understanding haplology effects . 

To summarize this section, three points have been made. The 
first is that conspiracies can affect any theoretical framework so 
Optimality Theory is not immune from conspiracy arguments. The 
second is that present Optimality Theory analyses of reduplication 
patterns are more conspiratorial in nature than the analyses pre­
sented throughout this book. Third and finally, reinterpreting how 
rules interact with representations can provide new insights into the 
nature of conspiracies. It may be the case that conspiracies are 
"goal oriented" but not necessarily "surface oriented". The sum of 
these points indicates that progress is being made in understanding 
the nature of conspiracies but that there still remains much to be 
done. 

4.2 Markedness of reduplication patterns 

Theoretical models that are proposed in linguistic theory should re­
flect in some way what is common and what is unusual in human 
language. These formal systems should indicate and predict what 
operations are more complicated than others. With the advent of 
linguistics becoming an active part of cognitive science in general, 
we must hold our formal systems to these goals. A model that does 
not make the correct predictions with respect to what is complex or 
unusual is inferior to one that makes the correct predictions. 
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The representational approach to reduplication proposed in this 
book has the characteristic that it makes predictions about the rela­
tive markedness of particular reduplication constructions. These 
predictions are based on the idea of analytic simplicity in that pat­
terns that require fewer rules or less complicated rules are simpler 
than patterns that require multiple or more complex rules. The reo. 
adjustment rules that are proposed through out chapter 3 to account 
for reduplicative templates have this quality. This connection be­
tween formal markedness and analytic simplicity appears to be very 
basic and natural but it is not reflected in other models of redupli­
cation. No model of reduplication other than the one presented here 
produces these predictions or reflections of the world's  languages. 
To show this point, let us consider the major proposals on redupli­
cation in the past 25 years. 

Carrier (1979) proposes that reduplication is best represented by 
a transformational rule that is present in a specific part of the mor­
phology. The string rewrite mechanism that is the root of transfor­
mational rules does not have any inherent constraints on its 
application. This mechanism is able to account for all known types 
of reduplication but it also predicts that other unattested patterns 
can be produced. Thus, this mechanism overgenerates pathological 
reduplication patterns as easily as attested patterns. Consider the 
hypothetical transformations in (160). 

(160) a. CVC reduplication 
CVCX 1234 � 123 1234 
1 2 3 4  

b. String Reversal 
c. Scrambling 
d. Doubling 

1234 � 4321-1234 
1234 � 243 1-1234 
1234 � 1 1223344 

All of the patterns in (160) are easily created by a transformational 
rule (and are equally complex, "marked", in this notation). ( 160a) is 
the analysis for prefixing CVC reduplication. The other patterns in 
(160b-·d) are not attested in human language nor do they appear to 
be natural linguistic possibilities. The problem with the formal 
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mechanism of a transformational rule is that it is just as easy to pro­
duce the non-occurring patterns in (160b-d) as it is to produce the 
occurring CVC reduplication pattern in (160a). All of the transfor­
mational patterns in (160) require four "numbers" to be used but 
there is no way of predicting if the ordering of the numbers in the 
output is a reasonable process or not. This situation indicates that a 
transformational approach to reduplication requires additional ad 
hoc mechanisms to restrict what is a possible reduplication pattern. 

The next maj or proposal on reduplication is found in Marantz 
(1982). The Marantzian approach claims that reduplication results 
from the affixation of a bare CV template that triggers the copying 
of the melody of the base and consequent (possibly partial) asso­
ciation of the copied melody to the affixed CV skeleton. Viewing 
reduplication as a special kind of affixation derives constraints on 
reduplication patterns from the principles of auto segmental spread­
ing and templatic phonology that govern melody to template asso­
ciation.5 In particular, the pathological patterns of reduplication 
presented in ( 160) are difficult to produce in a Marantzian model 
and are definitely predicted to be unnatural because the needed as­
sociations between melody and CV template do not follow from the 
principles of auto segmental association and spreading. Other kinds 
of overgeneration are possible though and more importantly, there 
are no predictions made by this model about what combinations of 
Cs and V s should be possible in a reduplicative template. This 
situation when combined with the approach to prespecification out­
lined in Marantz ( 1 982) leads to other pathological patterns of re­
duplication. These new patterns are presented in ( 1 6 1 )  and we 
should remember that it is not that these patterns can be produced 
by the Marantzian model but that these patterns are equivalent to 
occurring patterns of reduplication within this formalism. 

(161)  a. NOCODA effects 
badbad » bada-badbad 
CV Affixation 

b a d b ad 
I I I I I I 

CVCV+CVCCVC 

Copy +Association 
b a d b a d  b ad b ad 

» 1 I I / I I I I I I » 
CVCV+ CVCCVC 
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Output 
b a d a b a d b a d  
I I I I I I I  I I I 

CVCVCVCCVC 

b. radical prespecijication 
badbad » betdag-badbad 

CV Affixation 
b a d b ad 

Copy +Association 
b a d b a d  b ad b a d  

I I I I I I 
CVCCVC+CVCCVC 

» I \ / I I I I I I » 
CVCCVC+ CVCCVC 

I I I I I I 
e t g e t g 

Output 
b e t d a g b a d b a d  
I I I I I I I I I I I I 

CVCCVCCVC CVC 

c. radical underspecijication 
badbad » badbad-badbad 

CV Affixation 
b a d b ad 

Copy +Association 
b a d  b a d b ad b ad 

I I I I I I 
CCCC+ CVCCVC 

» 1  / I / I I I I I I » 
C C C C+ CVCCVC 

Epenthesis 
ba d b  ad b a d b a d » 
I I I I I I I I I I I I 

CVCCVCCVCCVC 

Output 
ba d b  ad b a d b a d 
I I I I I I I I I I I I 

CVCCVCCVCCVC 

The examples in ( 1 6 1 )  show that CV templates do not properly 
characterize naturally occurring reduplication patterns. Each exam­
ple utilizes different arrangements of Cs and V s to produce docu­
mented behavior in reduplication patterns in a pathological way. 
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(161a) is a case of what McCarthy and Prince ( 1994a) refer to as 
a NOCODA effect. The empirical facts of this phenomenon is that a 
coda consonant may not be copied as a characteristic of a redupli­
cation pattern only if this consonant is at the end of a word or some 
other prosodic constituent. There are no documented cases of 
NOCODA effects deleting word internal codas. The particular tem­
plate in ( 1 6 1 a) only has a single intervocalic consonant so when the 
base melody is associated to this template there will be a word in­
ternal coda deletion in addition to the word final coda deletion 
which is a normal effect in some reduplication patterns. Note also 
that this particular pattern copies the /d/ as the onset of the second 
syllable in the reduplicant while the /d/ is a coda in the base. Pro­
sodic positions do not always persist in reduplicants but NOCODA 
effects always preserve the prosodic identities of onsets/codas in the 
reduplicant. This result indicates that the Marantzian model of re­
duplication is like the Optimality Theory model in that both models 
predict that a pathological NOCODA reduplication pattern that de­
letes word internal codas is as likely as naturally occurring redupli­
cation patterns. 

Example (16 1b), referred to as radical prespecification, shows 
that if some melodies are allowed to be preassociated to a redupli­
cative template then unnatural reduplication patterns can be easily 
produced. Marantz (1982:449-450) utilizes this approach to account 
for some aspects of reduplication in Akan and Y oruba so this ex­
ample is predicted to be a possible reduplication pattern. Prespecifi­
cation in reduplication patterns is limited to a single prespecified 
region so the discontinuous prespecification in (16 1b) does not ap­
pear to be a natural phenomenon. As with ( 1 6 1 a), this type of pre­
specification is as likely as other naturally occurring types of 
prespecification according to the Marantzian model of reduplication 
and this is a liability. 

( 1 6 1c) is referred to as radical underspecification because this 
example posits a template that consists solely of C slots. This al­
lows the consonantal melody from the base to associate to the tem­
plate with the result of producing a string of consonants . This string 
of four consonants will violate the syllable structure of most lan­
guages and epenthesis will then insert vowels (default vowels by 
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assumption, for this example j<Jj) in order to remedy the consonant 
clusters. The end effect of this type of template is the surface ap­
pearance of all the vowels in the base being overwritten by default 
vowels in the reduplicant. This effect may also relocate the vowels 
in the reduplicant depending on the particular epenthesis rules of a 
given language. An analogous default consonant effect can be pro­
duced in a language that does not allow onsetless syllables by af­
fixing a template full of V slots. Consonants would then be inserted 
to create onsets for the vowel initial syllables producing the effect 
that consonants (and possibly consonant clusters) are overwritten 
by default onsets. As with the two previous examples, CV tem­
plates do not distinguish between this example of pathological re­
duplication and naturally occurring reduplication patterns. 

As with the transformational model of reduplication, the Ma­
rantz (1982) CV affix model of reduplication requires additional ad 
hoc constraints to limit the types of CV templates that can be af­
fixed. This indicates that this mechanism misses a generalization 
about reduplicative templates. 

A proposal that builds on Marantz's  work is  Prosodic Morphol­
ogy (McCarthy and Prince 1986). The relevant claim here made by 
Prosodic Morphology is that templates are not composed of C and 
V slots but instead they consist of prosodic structures. McCarthy 
and Prince' s proposal limits all templates to authentic units of pros­
ody which are Wd "prosodic word", F "foot", a "syllable", a", 
"light (monomoraic) syllable", a",,,, "heavy (bimoraic) syllable" and 
finally ac "core syllable" (McCarthy and Prince 1986:6). 

Restricting templates to only legitimate prosodic categories only 
removes the type of overgeneration seen in (16 1c). The pathologi­
cal reduplication patterns in (161a,b) are still produced using pro­
sodic categories because the effects describe prosodic categories. 
NOCODA effects result from using light syllables (a",) in the redu­
plicative template. A trochaic foot can consist of two light syllables, 
thus ( 1 6 1 a) can still be produced by specifying the template as 
[0'",0'",] . In fact, if the position that core syllables (ae> are less 
marked than other syllables, then the mechanisms in Prosodic Mor­
phology actually predict that medial coda omission in reduplication 
is less marked than other patterns because a LL trochaic foot would 
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be relatively unmarked. Changing to using prosodic units to define 
templates does not affect the preassociation of elements so the 
pathological prespecification seen in (161b) is also a reasonable re­
duplication pattern within Prosodic Morphology. In other words, 
the revision of the Marantz ( 1982) model of reduplication through 
the adoption of Prosodic Morphology does little to change the pre­
dictions made about what is a natural or unnatural in a reduplication 
pattern. 

The final derivational model of reduplication that needs to be 
discussed is the full copy model proposed by Steriade ( 1988). Steri­
ade claims that reduplication copies the entire melodic and prosodic 
structure of a form and then deletes parts of this structure in the re­
duplicant according to the setting of certain parameters. These pa­
rameters, according to Steriade, encode markedness effects by 
indicating what prosodic structures should be eliminated or simpli­
fied in the reduplicant. 

This approach has the advantage that total reduplication is easily 
accounted for and its commonness is predicted by the nature the 
proposal. Since full reduplication is accomplished by simply copy­
ing the whole structure and doing nothing else, it i s  predicted to be 
the default case of reduplication. This fact is  supported by the 
prevalence of total reduplication in the world' s languages and this 
generalization should be embedded in any adequate model of redu­
plication. The parameters posited by Steriade only eliminate 
marked prosodic structure in that they limit what structures are li­
censed. Thus, one parameter can be set to "core syllable" and this 
will eliminate all branching structure in a syllable in the redupli­
cant. Other parameters will simplify complex onsets, remove codas, 
specify the prosodic weight of the reduplicant, etc. 

The parameters proposed by Steriade and their effects do not 
make the correct generalizations about reduplication patterns 
though. The full copy model predicts that unattested reduplication 
patterns should be more common than some attested ones. The rea­
son behind this is due to how total reduplication is  handled in this 
model. Total reduplication is predicted to be the most common 
pattern because no parameters are active in this pattern. Only the 
full copy process is required. This is a correct generalization. 
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Following this point, patterns of reduplication that require fewer 
parameter settings should be more cornmon than patterns requiring 
a greater number of parameter settings. This prediction is problem­
atic for the following reason. CV reduplication results from the in­
teraction of three parameters: the weight parameter, the complex 
onset parameter, and the coda parameter. The troublesome predic­
tion that is present here is that a reduplication pattern that results 
from the omission of one of these parameters should be less marked 
than CV reduplication. Omitting either of the two syllable parame­
ters (complex onset and coda) is not problematic but omission of 
the weight parameter is. The weight parameter reduces the redupli­
cant to a single mora and monomoraic reduplication patterns in the 
world' s languages do show simplification of onsets and limitations 
on possible codas. It is only when there is no weight parameter that 
the other two parameters become problematic. Consider the exam­
ple in (162). 

(162) Parameter: complex onset 
Setting: unmarked (=complex onsets not allowed) 
Matching procedure: Eliminate from the base a unit disal­
lowed by the template. 

Parameter: obstruent codas 
Setting: unmarked (=obstruent codas disallowed) 
Matching procedure: Eliminate from the base a unit disal­
lowed by the template. 

Base: 
Full Copy: 
Complex Onset: 
Obstruent Coda: 

bradbrad 
bradbrad-bradbrad 
badbad-bradbrad 
baba-bradbrad 

The derivation in (162) produces the pathological NOCODA redupli­
cation pattern. Additionally, word internal onsets are simplified 
which also does not appear to occur in natural human languages.  
These results show that there must be additional ad hoc constraints 
placed on the relationship between certain parameters. The patho-
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logical reduplication pattern in (162) is predicted to occur by the 
full copy model because it utilizes only two parameters while CV 
reduplication results from three parameters. An additional problem 
to the full copy approach is that to produce unmarked prosodic pat­
terns in the reduplicant, formally marked structures in the form of 
additional parameters are posited. This situation is contradictory in 
nature and indicates that the formal system underlying the full copy 
model of reduplication is inherently flawed. 

Optimality Theory has made no advances on the problem of 
overgenerating reduplicative templates over previous models of re­
duplication. Sternberger (1996) shows that all problems of overgen­
eration that plague prior models of reduplication also affect present 
Optimality Theory proposals. Producing the pathological NOCODA 
effect Optimality Theory has already been discussed in chapter 3 
and ( 1 63) presents this crucial tableau that shows how this effect is 
produced again. 

(1 � __________ � ______ � ____ � ______ � 

REDHagtagtag No CODA 

a. tagtagtag-tagtagtag **** ! ** 

b. **** !* 

1& c. *** 

Candidate ( 1 63c) is the most harmonic given the constraint ranking 
in ( 163) because it has eliminated all codas in the reduplicant. Since 
MAXBR and CONTIGUITY are both ranked below NOCODA, the 
elimination of all codas in the reduplicant is the expected behavior. 

Sternberger also shows that string reversal patterns can also be 
produced in Optimality Theory. Consider the tableau in (164) from 
Sternberger (1996). 

(164) 
lakisonl 

a. akison 
1& b. nosika 

c. kasino 
d. nakiso 

ONSET 
* ! 
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Sternberger argues that if epenthesis and deletion are ruled out as 
possible repairs to ONSET violations (by ranking F AITHBR above 
MAx and DEP), then string reversal as seen in candidate ( 164b) is a 
possible response within Optimality Theory grammars. This does 
not appear to occur in natural languages. This result indicates that 
Optimality Theory is roughly equivalent in power to the transfor­
mational model of Carrier (1979) with respect to templates. This is 
a move backwards in the understanding of reduplication patterns 
because Marantzian models of reduplication blocked string reversal 
patterns. This is one concrete ill effect of the addition of parallel 
computation and trans derivational information to phonology. 

A pattern similar to the radical underspecification effect illus­
trated in the Marantzian model of reduplication in ( 1 61c) can also 
be easily produced by Optimality Theory. This pattern is produced 
by ranking MAxBR below featural markedness constraints which 
causes only default segments to occur in the reduplicant. This is 
phonological fixed segmentism according to Alderete et al ( 1999). 
Consider the hypothetical example of this in (165). 

(1 
RED+tagtagtag V-MARKEDNESS 

a. tagtagtag-tagtagtag **** !** 

b. tagtagtag-tagtagtag **** ! * 

c. tagtagtag-tagtagtag **** ! 

w d" tagtagtag-tagtagtag *** 

Candidate (1 65d) is the most harmonic given the constraint ranking 
in (165) since it has reduced all of the vowels in the reduplicant to 
an unmarked vowel (/d/ for this particular example). This type of 
prespecification does not appear to occur in natural human lan� 
guages. Prespecification only appears to occur in a single region or 
span in a reduplication construction. Optimality Theory approaches 
to reduplication do not capture this generalization. 

Optimality Theory also introduces a new type of pathological 
reduplication pattern unproducable in other models of reduplica­
tion. Due to the possibility of backcopying effects, Optimality The­
ory can produce the backcopying of a templatic requirement in 
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reduplicated forms. McCarthy and Prince (1997) refer to this prob­
lem as the Kager-Hamilton problem. 

The root of the Kager-Hamilton problem is that correspondence 
theory accounts for and predicts backcopying effects should exist in 
reduplication. This is the correct result for segmental processes but 
there are no attested cases of the backcopying of prosodic structure. 
A tableau showing the hypothetical backcopying of a reduplicative 
template that is the root of the Kager-Hamilton problem i s  pre­
sented in ( 166) (McCarthy and Prince 1 997:30). 

The tableau in (166) shows that if a templatic constraint and MAXBR 
are ranked above MAXro, a backcopying effect based on the tem­
plate which truncates the base can be produced. This type of effect 
is unknown in human language. 

The immediate response to this dilemma by McCarthy and 
Prince is to eliminate "templates" from Optimality Theory. This 
move does not affect Optimality Theory' s  ability to produce the 
Hamilton-Kager problem though. If we replace RED=MinWd with 
a generalized alignment constraint that requires RED to right-align 
with a heavy syllable (as was done for the Ilokano example in sec­
tion 4.1)  a truncation effect is still produced. Consider the tableau in 
(167).  

Candidate ( 167a) shows total reduplication and the reduplicant is 
not right-aligned with a heavy syllable. The winning candidate in 
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(167b) has a reduplicant that is right-aligned with a heavy syllable 
and truncation of the base to satisfy MAXBR• Candidate ( 1 67c) 
shows a correctly aligned reduplicant but no truncation in the base 
and this candidate fares worse than the winning one on MAX-BR. 
Finally candidate ( l67d) presents a candidate that gratuitously trun­
cates and is consequently less harmonic.  

The required response to remove the Hamilton-Kager problem 
from Optimality Theory is the placement of ad hoc meta-constraints 
that limit what constraint rankings can occur. Spaelti (1997) pro­
poses that base/reduplicant faithfulness can not be ranked higher 
than input/output faithfulness and that this would block pathologi­
cal backcopying of templates from occurring in Optimality Theory. 
This solution only indicates that the basic mechanism of constraint 
ranking does not make the correct typological predictions of what 
reduplication patterns should or should not occur. The fact that Op­
timality Theory requires additional ad hoc restrictions indicates that 
it is missing a basic generalization about reduplication. 

We now see that overgeneration plagues all proposals on redu­
plication (Sternberger 1 996) to a greater or lesser extent. Overgen­
eration itself can be overcome through a theory of simplicity and 
learning (Chomsky 1975, Chomsky and Halle 1968) but whether or 
not a model makes predictions about the behavior of reduplication 
is an inherent aspect of the particular model. None of the previous 
models of reduplication make the correct predictions about mark­
edness of reduplication patterns. 

The model of reduplication proposed in this book does make 
correct predictions about what reduplication patterns are more 
marked than others based on the idea of analytic simplicity. Total 
reduplication is the formally unmarked pattern of reduplication ac­
cording to these proposals since only reference to the beginning and 
end of a precedence graph is required. These two positions only re­
quire reference to # and %. All other reduplication patterns must 
make reference to other points in a precedence graph and these 
points are more formally marked because of their more complicated 
environments. Prefixing CV reduplication makes reference to the 
"first vowel" which is a more complicated environment because 
segmental features (or possibly syllable structure) must be included 
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in this calculation. Prefixing CVC reduplication makes reference to 
an element that follows the first vowel and is consequently more 
analytically marked than CV reduplication. As the different patterns 
of reduplication were discussed and analyzed in section 3 .4, the 
precedence variables utilized in these analyses became more and 
more complicated. This situation makes the prediction that as the 
precedence variables become more complicated the resulting redu­
plication pattern is more marked. 

As shown in chapter 3, the present proposals on reduplication 
are unable to create the pathological NOCODA effect in a productive 
fashion. Consider the precedence structure in (168) which presents 
what a pathological NOCODA precedence graph would look like. 

(168) /" '---� ,/" ---� /.'----� 
# � t � a � g � t � a � g � t � a � g � %  

The discussion of this precedence graph in chapter 3 indicates that 
since an additional jump link must be added for each coda in the 
base and since the number of codas in the base is variable there is 
no way to provide a generalization as to how many coda deleting 
jump links must be added as part of this reduplication pattern. This 
type of argument has been previously used by Carrier (1979) and 
McCarthy and Prince (1986) to argue that CV templates are incapa­
ble of providing a generalization for total reduplication. 

The variable number of links needed to produce a certain surface 
effect also prevents the model of reduplication proposed here from 
productively creating patterns of string reversal, radical under­
specification, and radical prespecification. Consider the precedence 
graphs in ( 1 69). Each graph presents one of the pathological types 
of reduplication patterns produced in previous models of reduplica­
tion. 



176 Theoretical issues and conclusions 

b. radical prespecijication 

l7 U -.... , 77 0 -.... , 
I ' I ' 

: � :  � 
# -� �: a �  g �  t �  a �} � % 

--
--- - - --- - - - -----

c. radical underspecijication 

, ... ,,---� ,... '----� 
# � t � a � g � t � a � g � %  

t"::-.... _ _ _ _ _ _ _ _ _ _ _ _ _ _  - .. .... "'" 

Each graph in ( 169) has the characteristic that the number of prece­
dence links that are required to produce the surface effect is de­
pendent on some aspect of the base. The string reversal pattern in 
(169a) requires the addition of X+1 links where X is the number of 
segments in the base. The radical prespecification example in 
(169b) requires a separate "morpheme" which specifies what pre­
specified segment should appear for each separate prespecified re­
gion. As with the other examples, the number of required 
prespecified regions is dependent on the content of the base. Fi­
nally, (169c) presents a case of radical underspecification where 
jump links are added over every vowel in the base. Presumably, af­
ter linearization an epenthesis process will then break up the re­
sulting consonant clusters. As with the other pathological patterns 
of reduplication, the radical underspecification pattern requires a 
number of precedence links to be added to the base where the num­
ber of links is dependent on some aspect of the base. 

The types of pathological reduplication patterns that are obtain­
able in previous models of reduplication can not be productively 
characterized in the present model. All of these pathological redu­
plication patterns share the characteristic that part of the pattern is 
directly dependent on some variable aspect of the base (number of 
segments, number of vowels, number of consonants, etc.). Due to 
this variable aspect, the present model of reduplication can not pro­
duce these patterns in a generative way. This is a welcomed result. 

That analytic simplicity derives the formal markedness of redu­
plication patterns in the system developed here and that this system 



Reduplication specific mechanisms 177 

of markedness reflects typological facts about human language sets 
the model of reduplication developed in this book apart from all 
other models. No other theory of reduplication has this characteris­
tic. All other models make incorrect predictions about what redu­
plication patterns should be more marked than others. This fact 
strongly indicates that the model of reduplication proposed here 
provides a deeper insight into human language than any other 
model of reduplication. 

4.3 Reduplication specific mechanisms 

A final argument to support the superiority of the approach to redu­
plication proposed in this book is based on reduplication specific 
machinery and how this issue relates to the presence of reduplica­
tion in natural human languages. 

All previous theories of reduplication have what could be con­
sidered "core phonology" and then there is some sort of special 
mechanism or account of reduplication. For Carrier (1979), the spe­
cial status of reduplication is reflected in the utilization of transfor­
mational rules. For Marantz (1982) and other affix and copy 
approaches, reduplication is the result of a special affix that triggers 
a special copy process. The additional copying of melody from the 
base which is crucial to the Marantz model of reduplication is 
stipulated and not derived from any principle. Optimality Theory 
approaches to reduplication retain the special affixation aspect of 
the Marantzian approach through the adoption of RED as an ab­
stract morpheme which conditions its own cophonology, 
base/reduplicant correspondence. 

An aspect common to all of these previous approaches to redu­
plication is that reduplication could be eliminated from these theo-· 
ries of phonology if the special mechanism or affix is eliminated. 
Generative phonology at the time of Carrier (1979) could operate 
perfectly well without transformational rules. The same can be said 
of phonological theory at the time of Marantz ( 1982). Phonological 
theory at these times provided analyses for non-reduplicated phe­
nomena without using any aspects of the technology introduced to 
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account for reduplication. Optimality Theory is the same way in 
that if reduplication did not exist, Optimality Theory would be just 
as viable a theory of grammar without RED and base/reduplicant 
correspondence. This situation makes the prediction that reduplica­
tion is not a core characteristic of human language in these models 
of phonology. The logical result of this finding is that there should 
be some languages that do not have reduplication of any kind. This 
prediction is not supported though, Moravcsik (1978) indicates that 
total reduplication may be a true universal feature of natural human 
language. 

The model of reduplication developed here does not have any 
reduplication specific machinery. All technology utilized in ac­
counting for reduplication is necessary for any aspect of phonology 
to operate in this model. Precedence relations are required in 
phonological representations because of distinctive phonological 
representations that do not differ in segmental content. Representa­
tions like Itrek! and /kret/ only differ in the precedence relationships 
in the representations. They are identical if only segmental content 
is considered. 

If we remove reduplication from our thoughts for a moment and 
consider the way precedence is represented in the model proposed 
here, one of the most natural questions that one would ask is what 
happens if more than a single arrow (precedence relation) connects 
to a segment. The reintroduction of explicit precedence relations in 
phonological representations immediately begs the question of what 
predictions do more complex precedence structures make. Chapters 
2 and 3 of this book provide the initial answers to this question. 
New insights into reduplication and infixation are immediately 
gained by asking what more complicated precedence structures 
would be like. To rule out these more complicated precedence 
structures once we have explicit precedence we would actually have 
to stipulate the conditions of asymmetry and irreflexiveness on 
precedence structures. A system that lacks these requirements is 
logically simpler and consequently arguments must be provided to 
adopt the more logically complex and restricted model of prece­
dence. The analysis of reduplication presented throughout this book 
indicates that arguing for required asymmetry and irreflexiveness in 
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phonological representations would only eliminate the empirical 
and theoretical successes documented in this book. No benefits 
would be gained. 

The linearization process is a bare output condition (Chomsky 
1995) that is imposed because phonological representations must be 
interpretable by the phonetics module. Since the phonetics module 
must eventually produce representations that are motor control pro­
grams, phonetic representations are more restricted in nature. Line­
arization is  a requirement that any model of phonology must 
incorporate in some way. If phonological representations are not 
linearized then they will be uninterpretable at the phonetics­
phonology interface. The one interesting aspect of the view of line­
arization presented in this book is that it operates within the pho­
nology and not just at the end of the phonological component. This 
is a surprising finding that could not be discovered by other ap­
proaches that did not consider the more complex precedence struc­
tures investigated here. This finding also provides more evidence 
for the importance of intermediate representations in phonology. 

The final component of the analysis of reduplication that was 
added to phonological theory is the Uniformity Parameter. In es­
sence this parameter is equivalent to other common parameters 
found on phonological rules such as Structure Preservation or the 
Derived Environment Condition (Kiparsky 1982). All parameters 
like these are present in all phonological rules although they may 
not be active or may even be irrelevant given the structure of a 
given phonological rule. This does not make any of these parame­
ters specific to a particular construction, they are part of the theory 
of phonological rules. There is a general schema provided by uni­
versal grammar for a phonological rule and the analyses presented 
in this book have only identified another feature of this schema. 
This discovery is totally dependent on the consideration of more 
complex precedence structures and this explains why this aspect of 
phonological rules has not be discovered previously. 

Because no part of the analysis of reduplication can be elimi­
nated from the model of phonology used in this book without im­
pacting the entire system, we can conclude that reduplication is 
derived from general principles in this model of phonology. Since 



180 Theoretical issues and conclusions 

reduplication follows from other independently needed mecha­
nisms, this model of reduplication makes the surprising prediction 
that reduplication should occur in all human languages. Combining 
the complete integration of reduplication within phonology with the 
functional view that total reduplication results in a very large sur­
face difference through the minimal addition of phonological mate­
rial (only a single bare precedence relation) the cross-linguistic 
commonness of reduplication is not a surprise at all. No other 
model of reduplication provides this insight into reduplication. 
Consequently, this argues strongly for the precedence based model 
of reduplication developed here. 

4.4 Conclusion 

A new representational theory of reduplication based on the clarifi7 
cation of precedence relations and structures in morpho­
phonological representations has been presented. This approach has 
made discoveries about the nature of phonology, morphology, and 
the interaction between morphology and phonology. The combina­
tion of the views of grammar proposed in chapters 2 and 3 provide 
a guide to the issues in phonology and morphology that can be il­
luminated further by the proposals in this book. 

One of the most important issues that must be investigated fur­
ther is the nature of the timing tier in phonological representations. 
The core of this question is how precedence information is perco­
lated into feature geometries. The strong position on this issue is to 
limit primitive precedence information to the timing tier and have 
all other precedence relations between auto segmental features be 
derived from the timing tier. This view makes the claim that prece­
dence is only relevant at the timing tier and all other tiers are unor­
dered and only receive precedence relationships through their 
connection to the timing tier. An alternative to this view is to have 
each autosegmental tier contain precedence information and then 
provide some way of synchronizing the precedence information 
across the independent tiers. Whatever view of precedence turns out 
to be correct, the locality of phonological processes is affected by 
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the way precedence is encoded so there will likely be discoveries 
about locality in phonology that result from the further study of 
precedence. 

Many other phonological issues are directly impacted by the 
proposals made here. The most obvious one is hopefully a renewed 
interest in serial models of phonology. This approach to phonology 
has fallen by the wayside without much discussion; Serial based 
models have advantages to them that are not being used in current 
research and this is unfortunate. One of the main advantages is the 
reduction of the interaction between phonological rules and redu­
plication to being an opacity effect. Considering this result, it is not 
entirely clear that there is any evidence for parallel computation or 
transderivational rules in phonology since backcopying reduplica­
tion effects are the main argument in favor of these views. It is in­
teresting to note that the effect that is required to account for these 
backcopying effects is for a single phonological entity to be "in two 
places at once". McCarthy and Prince (1995) interpret this situation 
to require parallel computation but we see a simpler possibility in 
chapter 2 to account for this behavior. Looping structures in 
phonological representations create this exact "two places at once" 
situation but yet still retain Markovian computation. If parallel 
computation is present in phonology, we have to look at places 
other than reduplication to find the evidence for it. 

Moving beyond the general issue of computation in phonology, 
two more specific issues may receive additional insight from the 
proposals here. The first one is geminate integrity (Schein and Ste­
riade 1986). The question of whether geminates are best repre­
sented in the traditional auto segmental way of two timing units and 
only a single melodic unit or represented by a single timing unit 
that loops back onto itself is presently an open one. In chapter 2 and 
3 we have found cases of both types of geminates. In fact Tohono 
O'odham appears to be a language that uses both types of repre­
sentations for long vowels as indicated by the analysis in chapter 3 
(pp. 1 15-1 16). Regardless of whether there are multiple possibilities 
for the representation of geminates or there is only a single possible 
representation, geminate integrity effects should result from the 
setting of the Uniformity Parameter on a given rule. Since gemi-
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nates share with reduplication the "two places at once" characteris­
tic both situations should behave in similar ways. Following from 
this, geminate inalterability is equivalent to underapplication in re­
duplication and lack of geminate inalterability is overapplication. 
Whichever of these behaviors result will be predicted by the setting 
of the Uniformity Parameter of a given rule. An immediate question 
for this approach is whether post-linearization rules respect gemi­
nate integrity effects. If this is the case, then it appears that both 
classical geminate structures and reflexive self-loops are not af­
fected by linearization. If there are no post-linearization geminate 
inalterability effects then this indicates that geminates are linearized 
in a way that ensures an irreflexive and asymmetrical representation 
is produced. The decision between these two options is presently an 
open empirical question and this question can only be asked due to 
the advances made in the understanding of precedence in phonol­
ogy by the present proposals. 

The other topic that may become better understood through the 
present proposals is metathesis. The phenomenon of metathesis, 
where two segments change their precedence relationships, is a 
puzzle in a model of phonology that does not recognize explicit 
precedence relationships. The model proposed here provides a 
framework that can directly describe what the process of metathesis 
is doing. The questions that must be addressed is whether metathe­
sis is productive or lexicalized in particular languages, what are the 
conditioning environments (functional or formal), and what are the 
limits on the application of this process (why does metathesis ap­
pear to be only a local operation). Answers to these questions will 
further our understanding of how precedence is manipulated in 
phonological representations. 

In relation to morphology, two topics are immediately relevant 
to the proposals made here. The first one is to investigate the nature 
of truncation morphology (Benua 1995). Formally, the system pro­
posed in this thesis makes the prediction that truncation should be 
one of the most productive morphological changes found in human 
language because it will be relatively unmarked. Interestingly, sur­
face truncation effects will be produced in the present model 
through the addition of phonological material. Specifically, a 
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precedence link will be added from somewhere in a word to the end 
symbol or from the beginning symbol to somewhere in word. Both 
situations effectively add a "detour" possibility that will be used by 
the linearization process. This detour is similar to infixation as seen 
in the analysis of Sundanese in chapter 3 and the multiple environ­
ments created by this kind of detour provide an immediate explana­
tion for the over- and underapplication effects in truncation 
identified by Benua (1995). We should be cautious about how we 
proceed with analyses of truncation because most cases of trunca­
tion morphology that are discussed in the literature do not appear to 
be fully productive. It is entirely possible to produce lexical analy­
ses of most truncation patterns that are just as viable as productive 
ones.6 Only further work on this type of phenomenon will allow us 
to determine what the best way is to precede and the model of 
precedence proposed here provides a natural way to form interest­
ing questions about this topic. 

The other major morphological issue that is directly related to 
the proposals in chapter 3 is the analysis of non-concatenative mor­
phology. Hints of a new view of this type of morphological system 
can be seen in the analysis of Chaha in chapter 2 and infixes in 
chapter 3.  It may be possible to revive a purely concatenative ac­
count of Semitic morphology based on a Prince (1977) view of un­
derlying forms in Semitic in conjunction with the proposals made 
here in relation to infixes. Ussishkin (1999) appears to be moving in 
this general direction with the claim that the notion of root is inade­
quate to account for some phenomenon in Modem Hebrew. In re­
sponse to this Ussishkin develops a melodic overwriting analysis 
and considering the discussion of this topic in chapter 3 we can see 
how this proposal provides a new approach to understanding root 
and template morphological systems. This approach would have the 
benefit of reducing concatenative and non-concatenative models of 
morphology to the same type of system with the difference residing 
in the type of precedence variables used. This would be a major ad­
vance in our understanding of morphological systems and human 
language in general. 

A final note on the relationship between morphology and redu­
plication is that it should be obvious from this work that morpho·' 
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logical analysis is crucial to understand the behavior of reduplica­
tion. Recent work by Inkelas and Zoll (1999, 2000ab, Inkelas 2000, 
Zoll 2000) also calls attention to this point. The points made by 
Inkelas and Zoll are fully compatible with the proposals made in 
this book because of the assumption of modularity between mor­
phology and phonology. Since the explanation for the behavior of 
reduplicated forms is distributed between these two modules in the 
model developed here, the morphological phenomena that Inkelas 
and Zoll focus on can be explained within the morphology and the 
phonological phenomena focused on by McCarthy and Prince 
(1995) can be explained in the phonology. Inkelas and Zoll (2000b) 
spend a great deal of time indicating where the McCarthy and 
Prince (1995) model of reduplication is incapable of accounting for 
some morphological aspects of phonology but they fail to show that 
their morphological doubling theory is capable of accounting for 
the full range of backcopying effects. Certain cases of backcopying 
effects are reanalyzed by Inkelas and Zoll as simple over- or un­
derapplication effects by altering the ordering of morphemes in 
these cases. Inkelas and Zoll (1999, 2000ab, Inkelas 2000, Zoll 
2000) have failed to address cases of backcopying where the or­
dering of morphemes can not be manipulated. Two such cases of 
backcopying have been analyzed here and they are the case of nasal 
spread in Malay and Chaha Ix! dissimilation both in chapter 2. An 
additional case of backcopying of this flavor appears in Abkhaz 
(Bruening 1997) where placement of an epenthetic vowel in redu­
plicated forms is backcopied into the stem. Nothing has been said 
about these types of backcopying by Inkelas and Zollo Until these 
recalcitrant cases of backcopying are accounted for within mor­
phological doubling theory (Inkelas and Zoll 2000b)7, the only les­
son we learn from Inkelas and Zoll is that we must pay attention to 
the morphological aspects of reduplication. 

In final summary, this book presents a novel way of looking at 
precedence in phonological representations. The immediate benefits 
of this new view can be seen in respect to reduplication. Hopefully, 
the results presented in this book will lead to future research that 
provides deeper insight into our understanding of human language. 
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Chapter 2 

1. Transitivity is not true of the precedence relation if immediate precedence is 
used instead. 

2.. The issue of how geminates are represented presents an interesting question 
to this claim. At the melodic level, geminates are only a single entity while at 
the timing level or X tier, they are two segments . This arrangement may allow 
a position that a geminate precedes itself but only if you allow reference 
across both the X and melodic tiers. It is the reference across two tiers of rep­
resentations that makes geminates appear to be non-irreflexive segments and 
there are no cases of non-irreflexivity if the domain of relation is limited to a 
single level. 

3. Non-asymmetrical and symmetrical are not the same. Non-asymmetrical indi­
cates that a particular relation is neither asymmetrical nor symmetrical. This 
situation also holds for non-irreflexive. 

4. Ineflexivity may not be a required characteristic of phonological representa­
tions depending on how geminates are represented. A geminate segment can 
be represented with a precedence link that loops back to the originating seg­
ment. The question here is whether a segment that has a loop back onto itself 
can be interpreted as representing a long segment. If this is interpretable by 
the phonetics module, then irreflexivity is not removed during the lineariza­
tion process .. Geminates and other long segments are not a prime concern of 
the present work so the full ramifications of the present proposals for the rep­
resentation of length will be left for future research .. 

5.  Marantz (1982:461 fn.) takes issue with this claim. Marantz points out that 
the evidence for the palatalization rule is sketchy because there are velars that 
occur in environments where palatalization should have occurred. The fact 
that Wilbur (1973) claims that palatalization is a rule of Akan is explained by 
Marantz as an effort to reduce the amount of underlying phonemes in the in­
ventory of Akan. McCarthy and Prince (1995 :341 fn .. ) state that all analyses 
of Akan need to account for the palatalization facts. I will remain noncom­
mittal on this issue but will follow McCarthy and Prince (1995) in presenting 
a palatalization based analysis of Akan in order to facilitate comparison be­
tween the proposals in this book and McCarthy and Prince (1995) .. 

6. Ia! is specified as [-back] and thus !II occurs in words that have Ia! in them. lui 
results in reduplicated forms that have a [back] vowel in the root, Le. su-so 
'seize' McCarthy and Prince (1995 :331), Schachter and Fromkin (1968). 

7. The [coronal] feature of these two vowels is actually shared as indicated be­
low in (i) .. 
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i. # � g � e � %  

(� 
[coronal] 

8. The alternation between Ir/-Inl seen in this form is due to a general nasaliza­
tion process of medial sonorants; see Banksira (1997:108-109) 

9. III surfaces as [a] (Banksira 1997, Kenstowicz and Banksira 1999). 
10. See Ussishkin (1999) for proposals characterizing root and template type 

nonconcatenative morphology as melodic overwriting" 
1 L Kenstowicz and Banksira (1999) discuss how this process could be general­

ized to be the result of a broader OCP effect on all continuants. The sketch of 
this approach is based on gaps in the continuant series of phonemes in Chaha. 
Kenstowicz and Banksira correctly point out that this issue is orthogonal to 
the discussion of backcopying in Chaha. I follow them in leaving aside a 
stronger and more formal discussion of exactly what the root of the Ix! dis­
similation process is. 

12.. 1f3! is [+sonorant] according to Kenstowicz and Banksira (1999: fn. 1) and 
thus does not trigger the [x] " , .  [-sonorant, +cont] constraint., 

13 "  This vowel sometimes appears as lal, t;:J-rxilxa!3 frequentive imperative of 
IrxBI 'show up' (Kenstowicz and Banksira 1999:581). 

14" I would like to thank Sharon Rose for explicating this aspect of Chaha mor­
phology for me. I take full responsibility for any mistakes present in this work 
on this topic. 

Chapter 3 

L See Anderson (1992) for extensive arguments against morphological infor­
mation within the phonological component. 

2. Homophony of affixes can complicate this point. With respect to reduplica·· 
tion, a homophony alternative would posit the same reduplication pattern as 
the exponent of different morpho-syntactic features. The readjustment ap­
proach to reduplication advocated here reduces the amount of homophony in 
the morphological component by allowing different morpho-syntactic fea­
tures to trigger a single rule. 

3. Morphemes themselves will only add phonological material but there is the 
possibility that a given morpheme may trigger a readjustment rule that deletes 
a feature. This type of process is referred to as impoverishment (Bonet 1991 ,  
Noyer 1997) and see Noyer (1998) for a discussion of the implications of this 
type of operation. 

4. Raimy (1999) implements this updating process through the use of stacks as 
the data structure that encodes precedence. The nature of a stack makes the 
most recently added material the most accessible since it is at the "top" of the 
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stack. If the concatenation of morphemes is the addition of information to a 
stack, then what segment is at the beginning or end of a precedence structure 
is calculated by what is at the top of the # stack and what stack has % at its 
top respectively. See Raimy (1999) for the full details of this implementation 
of precedence in phonological representations. 

5. There is one exception to this generalization, buri-al. 
6. The transparency of fhI and I?I in the nasal spread process is due to them not 

being "supraglottally articulated consonant[s]" (Robins 1957:90) thus not 
having a [place] feature and consequently being [-cons] .  

7 .  In the model of phonology described here, there is the uninteresting possibil­
ity of prespecification imposed by the phonology when some sort of neutrali­
zation rule prevents a contrast from appearing in certain instances. Aspects of 
the analysis of Nancowry developed in this section will have this characteris­
tic but this is phonological prespecification in only a trivial and uninteresting 
sense and will not be discussed further .. 

8. An additional condition on the coda in the reduplicant is that palatal stops, Icl, 
copy as coronals, It!. In the approach that will be developed here, this change 
in coda can be considered the result of the deletion of the palatal feature on 
the coronal node due to a coda licensing restriction in unstressed syllables. 

9. To be precise, the only codas present in unstressed non-reduplicated syllables 
are In! and 1m!. Reduplicated syllables add the oral stops and Inl to the inven­
tory of codas in unstressed syllables,. 

10. The Ia! is a suffix marking "objective" (Radhakrishnan 1981 :66) and is not 
part of the root. 

1 1 .  A plausible alternative formulation of the reduplication pattern in Nancowry 
is to specify an affix of # -7 { i,u} -7 "last segment" which triggers a read­
justment rule of total reduplication. 

12. This is only a sample of the complete data set that Uhrbach ( 1987) presents. 
Forms that show the behavior of the unspecified nasal segment in relation to 
sonorants and fhI are omitted because these sequences do not show overappli­
cation effects. 

13.  There is the other possibility that the coalescence rule requires the segments 
that are going to be coalesced to shar'e a place feature. This too would restrict 
the application of this process to only affixes that contain an underspecified 
nasal segment. 

14. There is the interesting possibility that the two different representations for 
"long" affect other aspects of grammar .. One possibility that should be inves­
tigated further is that whether long vowels count as heavy in the metrical 
component is dependent on how length is represented,. Self-loop long vowels 
could be always interpreted as light since there is only a single timing unit 
that is repeated while the traditional geminate structure representation could 
indicate that a long vowel should be interpreted as heavy due to its two dis­
tinct timing units. How the metrical grid projects from the novel precedence 
structures proposed here is an important ar'ea that must be left to future re­
sear·ch. 
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15" This section has benefited greatly from questions raised by Bruce Hayes at the 
Phonology 2000 conference at MIT and Harvard in the spring of 1999. 

16. Note that this claim of bi-directional copying violates arguments by Ur­
banczyk (1996) that the base for a reduplicant consists of the string of seg­
ments that occurs to the left or right of the reduplicant In other words, the 
implications of Urbanczyk's analysis of reduplication in Lushootseed predict 
that the analysis proposed by Jones for Mangarrayi is impossible. 

17. Two aspects that must be noted for this reduplication pattern in Temiar are the 
following .. The macron over a vowel indicates tenseness and not length (Ben­
jamin 1976). The reduplicated form of ree has a /JI/ in the reduplicant instead 
of /c/. This is due to a process that either voices or nasalizes codas (Benjamin 
1976:143). 

Chapter 4 

1 .  Not only is this approach to reduplicative templates contradictory to the gen­
eralized template theory approach but it will also allows pathological redupli­
cation patterns to emerge .. McCarthy and Prince (1997) discus the "Hamilton­
Kager" problem where the existence of "templates" predicts that templatic re­
quirements on RED could backcopy onto the stem leading to truncation of the 
base. This does not occur in natural human languages therefore McCarthy and 
Prince move to eliminate "templates" from phonological theory. This is one 
of the main motivations for generalized template theory. See section 4.2 for 
further discussion. 

2.. This is under the assumption that base and stem are coextensive. This is not a 
necessary assumption in Optimality Theory analyses of reduplication and 
there does not appear to be any consensus as to how the base is calculated in 
reduplication. See Idsardi and Raimy (to appear) for a discussion of this issue 
and the computationalliearnability problems that it raises for Optimality The­
ory. 

3 ,  This assumes that the range of input-output calculation in reduplication 
structures covers the entire output structure and not just the base as in propos­
als by Raimy and Idsardi (1997) and Struijke (1998), 

4" For a similar discussion of a possible conspiracy argument based on coda 
neutralization in Korean see Idsardi and Kim (forthcoming)" 

5.. The issue of exactly how melody/template association proceeded was a very 
active issue in the literature following Marantz (1982)" Marantz proposed and 
argued for a template driven type of association where the template was pri­
mary in the association process" Others proposed different positions on this 
topic though. Kitagawa (1987), Mester (1988), Clements (1 985), and Cowper 
and Rice (1985) among others all present different views on this topic. See 
these authors for arguments for their particular positions. 
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6. Utilizing present proposals, a "lexical" analysis of a truncation pattern would 
posit an underlying precedence structure that contained the jump link that 
would demarcate the truncated form. Once given this representation, we 
would only have to provide a way to indicate whether to use the "short" path 
through the precedence structure (producing the truncated form) or to use the 
"long" path through the precedence structure (producing the non-truncated 
form). 

7, Even if backcopying effects are given an explanation within morphological 
doubling theory (Inkelas and ZolI 2000b), the arguments against Optimality 
Theory in general based on markedness of reduplication patterns discussed in 
section 4.2 still hold. Consequently, morphological doubling theory has both 
empirical and conceptual issues that must be addressed. 
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